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ABSTRACT  We consider a simple one-dimensional, viscoelastic model for shear-wave propagation 
on liquefiable soils. The soil is modelled as a layered medium parametrized by shear 
modulus and viscosity, which in turn depend on the excess pore-water pressure ratio. 
We numer ically solve the resulting wave propagation model with the spectral element 
method, and employ simulated annealing and weighted Gauss-Newton inversion 
algorithms to minimize the misfit of surface displacement, velocity, and acceleration. 
This procedure is validated us ing recorded ground motion and pore-water pressure 
data from the Imperial Valley Wildlife and the Garner Valley downhole arrays. 
Parameter inversion is also carried out with linear models with constant shear modulus 
and viscosity, and the proposed model provides better fitness in the presence of strong 
motion, especially in the 1987 Superstition Hills earthquake. 
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1. Introduction

A topic of great interest in seismic behaviour of soil is the ability to model physical properties 
associated with large strains, in particular local changes of soil properties resulting from earthquake 
strong motion. The validity of the models depends on the detailed documentation of seismic 
events, such as the 1987 Superstition Hills earthquake at the Wildlife Site, California. This event is 
particularly challenging due to the loss of soil stiffness during liquefaction (Holzer and Youd, 2007).

The wave equation in one-dimensional, layered media with a prescribed (shear) stress-strain 
model is a common mathematical framework for site response analysis, though 2D and 3D methods 
are available (Du and Wang, 2015; Montoya-Noguera and Lopez-Caballero, 2016; Fayun et al., 
2017). In general, one has to seek a balance between accuracy and complexity when choosing 
from linear, equivalent linear, or nonlinear models. For instance, Ching and Glaser (2001) found, 
from numerical experiments with vertical array data from Garner Valley and Wildlife Site, that 
linear predictions were as accurate as nonlinear, except under soil liquefaction. In this sense, the 
ranges of ground motions over which each type of model is accurate (Kaklamanos et al., 2015) 
are useful to decide which stress-strain model to use. On the other hand, the comparison between 
different nonlinear models may be a diffi cult task; the combined effort of several research groups 
has led to contributions in this direction (Régnier et al., 2016, 2018).
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The stress-strain relation has long been recognized as a critical soil property (Hardin 
and Drnevich, 1972), but recent studies have emphasized the importance of pore-pressure 
effects as well. Montoya-Noguera and Lopez-Caballero (2016) verifi ed that models that 
do not include coupling of excess pore pressure will predict higher surface accelerations. 
Oral et al. (2017) noted that, in the absence of pore-pressure effects, even nonlinear models 
overestimate high-frequency motion and underestimate amplifi cation of low frequencies. 
Groholski et al. (2014) reproduced the measured motions and excess pore-water pressures 
under total stress conditions from downhole arrays behaviour by means of a self-learning 
inverse analysis algorithm.

We introduce an improved linear model where pore-water pressure is incorporated as input 
data. The dependence of pore pressure is provided by a relationship between shear modulus and 
excess pore-water pressure ratio (Matasovic and Vucetic, 1993; Groholski et al., 2014). Moreover, 
we assume the viscous damping coeffi cient depends on shear modulus. The resulting model has 
time-dependent coeffi cients whose time history is driven by pore pressure records. This approach 
profi ts from the availability of pore-water pressure data in some geotechnical fi eld sites, such as 
the ones maintained by the Network for Earthquake Engineering Simulation [NEES, see, e.g. 
Chandra et al. (2015)]. With this approach, we aim to extend the applicability of the linear model 
for stronger ground motions, providing a better response to events where liquefaction takes place. 
Up to date, such a phenomenon can only be handled with nonlinear models.

Among the several numerical methods available to simulate linear and nonlinear models, 
such as the Goupillaud method (Ching and Glaser, 2001), fi nite differences (Bonilla et al., 2005) 
and fi nite elements (Montoya-Noguera and Lopez-Caballero, 2016; Fayun et al., 2017), we have 
chosen to discretize the proposed model with the spectral element method (SEM) with Chebyshev 
collocation points (Seriani and Priolo, 1994). Although SEM is usually employed for seismic 
wave propagation on regional and global scales (Faccioli et al., 1997; Komatitsch and Tromp, 
2002; Stupazzini et al., 2009), it has been recently employed in the study of seismic response 
analysis (Du and Wang, 2015; Oral et al., 2017). The model is formulated in time domain and 
temporal discretization is carried out with the average acceleration Newmark method (Hughes, 
1987).

The Newmark scheme naturally provides approximations for not only displacement but also 
velocity and acceleration, which motivates an inversion strategy to minimize the misfi t of three-
component (Oral et al., 2017) surface data. The target parameters are viscosity and stiffness 
modulus at each layer, in addition to time scale factors that are employed to estimate pore pressure 
where measurements are not available. As in Mercado et al. (2015), the parameter identifi cation is 
formulated as a nonlinear least squares problem. We use the very fast simulated annealing (Ingber, 
1989; Sen and Stoffa, 2013) followed by weighted Gauss-Newton (WGN) iterations (Porsani et 
al., 2001; Porsani and Oliveira, 2008).

We employ the proposed methodology in the M 6.6 Superstition Hills earthquake of 24 
November 1987 (Brady et al., 1989) and the M 5.4 Southern California earthquake of 7 July 
2010 (U.S. Geological Survey, 2010). For Superstition Hills, we consider the data from the 
former Wildlife Liquefaction Array (Brady et al., 1989) and the layered model proposed in 
Bonilla et al. (2005), whereas for the Southern California earthquake, we take into account the 
NEES Garney Valley Downhole Array (GVDA: Chandra et al., 2015), and use the model from 
Archuleta et al. (1992). 
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2. Wave propagation model

We consider the following model for vertically propagating shear waves in a downhole array 
where soil behaviour is approximated as a Kelvin-Voigt solid (Park and Hashash, 2004):

 

⎧⎪⎨
⎪⎩

ρ(z)ü(z, t) = (G(z, t)uz(z, t) + η(z, t)u̇z(z, t))z, (z, t) ∈]0, L[×]0, T ],

u(z, 0) = u̇(z, 0) = 0, z ∈ [0, L],

uz(0, t) = 0, u(L, t) = d1(t), t ∈ [0, T ].   

(1)

Herein, sub-indices z denote spatial derivatives, whereas dot notation is employed for 
temporal derivatives. Coeffi cients Ú, G, and Ñ represent density, shear modulus, and viscosity, 
respectively, whereas u(z, t     ) denotes horizontal displacement. Function d1(t     ) is the recorded 
downhole horizontal displacement at depth L, and [0,T] is the data recording interval.

In the linear model Ü = GÍ + Ñ  :Í, where Í = u
z
  denotes strain, energy dissipation from loading/

unloading cycles is approximated by the viscosity term, but such an estimate is not valid for 
strong motion. In this work, we render the model more sensitive to large strains by letting linear 
parameters G   and Ñ depend on pore-water pressure. For this purpose, we consider the shear 
modulus degradation introduced by Matasovic and Vucetic (1993):

   
G(z, t) = G0(z)

√
1− P �,   (2)

where G0 is the initial shear modulus and P * is the excess pore-water pressure ratio. Groholski et 
al. (2014) refer to factor 

√
1− P �  as the shear modulus degradation index, which accounts for the 

reduction of effective stresses and the corresponding degradation of shear modulus due to excess 
pore-water pressure generation.

The formula for the viscous damping coeffi cient is based on a quadratic relationship between 
shear modulus and damping ratio proposed by Ishibashi and Zhang (1993):

  η(z, t) = D0(z)

[
0.586

(
G(z, t)

Gmax

)2

− 1.547

(
G(z, t)

Gmax

)
+ 1

]
G(z, t),

  
(3)

where D0 represents the maximum damping coeffi cient. Eq. 3 introduces through shear modulus 
the dependence of viscosity on P *. Since pore-water pressure is coupled with strain, the model 
is no longer linear. However, since we restrict ourselves to the situation where P * = P *(z,t) is 
available as input data, Eq. (1) remains linear.

We assume the medium is composed of N
l
 horizontal layers and coeffi cients ρ, G0, and D0 are 

homogeneous within each layer, i.e.:⎧⎨
⎩

ρ(z) ≈ ρl,
G0(z) ≈ G0,l,
D0(z) ≈ D0,l   

(4)

in the l-th layer (1 ≤  l ≤ N
l
). Because some layers might contain multiple piezometers, a computational 

grid with N
e
 
   
≥ N
l
 cells (elements) is chosen such that: 1) each layer has at most one element; 
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2) no element is shared by adjacent layers; and 3) each element has at most one pore-water 
pressure observation point, as illustrated in Fig. 1. This grid will be employed in the spectral-
element discretization of Eq. 1. We approximate G( z,t) and Ñ( z,t) at the e-th element as follows:

  
  

(5)

  

G(z, t) ≈ Ge(t) := G0,l

√
1− P �

e (t),

η(z, t) ≈ D0,l

[
0.586

(
Ge(t)

Gmax

)2

− 1.547

(
Ge(t)

Gmax

)
+ 1

]
Ge(t),

  
(6)

where l identifi es the layer where the element is located, P
e

*( t) = P *(¯ ze ,t) and ¯ ze is the observation 
point of the e-th element. On the other hand, the domain discretization cannot handle the fact that 
some of the P
e

* may not be available. This diffi culty will be addressed in the next section.
In summary, the input parameters of the proposed model are the material properties {ρ
l
, G0,l, 
D0,l} for l = 1,...,N
l
 as well as the time histories of excess pore-water pressure ratios P
e

*( t) (1 ≤  e 
≤ N
e
), and the downhole displacement d1( t).

Fig. 1 - A fi ve-layer model (N
l
 
 
= 5) discretized with a uniform 

grid with eight elements (N
e
 
 
= 8). Each element has at most one 

piezometer (black triangle).

3. Parameter selection

Let us proceed to the selection of input parameters to the viscoelastic model of Eq. 1. 
We regard as input data the following:
• the downhole displacement d1( t),
• the thickness H
l
 and the density ρ
 l
 at each layer l (0 ≤  l ≤ N
l
),

• the excess pore-water pressure ratio P *(z
 
,t),

but we assume that the latter is measured only in a few observation points z1, where P
i
(t) = 
P *(z
 i
,t).

To infer the excess pore-water pressure ratio P
e

*( t) at an element e = 7 that does not contain 
observation points (such as  in Fig. 1), let us fi rst consider the case where the average depth  is 
bounded by two observation points, i.e., z
 i
 ≤  ̄ z
e
 ≤ z
 j
. We employ linear interpolation between P
i
(t) 

and P
j
(t):

  
P �
e (t) = w1,ePi(t) + w2,ePj(t).   (7)
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For example, if the fourth element was centred at ¯ z4 = 10 m, and the closest observation points 
around it were z2 = 8 m and z3 = 14 m, then we would select P4

*( t) = (2/3)P2( t) + (1/3)P3( t).
On the other hand, when the e-th element is shallower or deeper than all observation points 

(such as e = 1 in Fig. 1), we estimate P
e

*( t) as follows:
  
P �
e (t) = Pi(γet),    (8)

where i is the index of the closest observation point and Í
e
 is a time-scaling factor to account for 

the fact that the variation of pore-water in one layer can be signifi cantly faster (or slower) than 
in another (Cubrinovski and Bradley, 2008). The time-scaling factor Í
e
 allows P
i
(Í
e
 t) to evolve 

faster (Í
e
 ≤ 1) or slower (0 ≤ Í
e
 ≤ 1) than P
i
( t).

Material properties G0,l and D0,l, as well as scaling factors Í
e
 are determined by solving an 

inverse problem. For this purpose, we defi ne the parameter vector:
  

 m = [G0,1, . . . , G0,Nl
, D0,1, . . . , D0,Nl

, γ1, . . . , γQ],   (9)

where Q ≤ N
e
 is the number of elements where excess pore-water pressure ratio is estimated as in 

Eq. 8. Thus, we have a total of N = 2N
l
 + Q  unknown parameters. We remark that a more general 

scheme would regard H
l
 and ρ
l
 as parameter models as well.

Let 
n
(),
n
(), and 
n
(), 0 ≤ n ≤ N
t
, be the surface ground motion components using 

input data  at the time samples t0,...,tNt. The fi rst entries of these vectors, {u1,n (), v1,n (), a1,n 

()}, approximate the observed surface displacement, velocity, and acceleration, {d0(tn), v0(tn), 
a0(tn)}.

We seek  = 3(N
t
 + 1) the parameter vector  that minimizes the relative misfi t between 

predicted data

d(m) = [u1,0(m), . . . , u1,Nt(m), v1,0(m), . . . , v1,Nt(m), a1,0(m), . . . , a1,Nt(m)],   (10)

which has a total of  M = 3(N
t
 + 1) components, and the observed data

dobs = [d0(t0), . . . , d0(tNt), v0(t0), . . . , v0(tNt), a0(t0), . . . , a0(tNt)],   (11)

i.e. we seek the solution to the nonlinear least squares problem min{E  () ;  ∈ IRN}  where the 
misfi t function satisfi es

E2(m) =

∑Nt
n=0(d0(tn)− u1,n(m))2∑Nt

n=0 d
2
0(tn)

+

∑Nt
n=0(v0(tn)− v1,n(m))2∑Nt

n=0 v
2
0(tn)

+

∑Nt
n=0(a0(tn)− a1,n(m))2∑Nt

n=0 a
2
0(tn)

.   (12)

The minimization of the misfi t function (Eq. 12) is carried out with a global optimization 
algorithm, namely the Very Fast Simulated Annealing (VFSA), and the resulting model is 
subsequently refi ned with a WGN local optimization technique (Fig. 2). Both algorithms depend 
on successive evaluations of the misfi t function E  (). In order to compute the predicted data d 
(), needed in E  (), we use the spectral element method (SEM). In Appendix A we provide 
details on SEM and both inversion algorithms.
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4. Examples

In the following we apply the inversion algorithm presented in the previous section to the 
Superstition Hills and the Southern California earthquakes. In order to highlight how pore-water 
pressure information improves the model, we compare our methodology with the inverse process 
based on the following time-invariant expression for shear modulus:

G(z, t) = G0(z).   
                        (13)

In this case, the parameter vector becomes
   

m = [G0,1, . . . , G0,Nl
, D0,1, . . . , D0,Nl

].   (14)

From here on, we refer to Eqs. 13 and 2 as the plain linear and the transient linear models, 
respectively.

The spatial discretization is done with spectral elements of degree N
p
 = 4, and the time 

discretization step is Δt = 0.005 s, so that the predicted data () will have 200 samples per 
second. By an approximate numerical dispersion analysis (Appendix B), we have verifi ed that 
the numerical solution is accurate for frequencies up to 7.7 Hz in WLA and 20.6 Hz in GVDA.

Fig. 1 - Flowchart of the inversion algorithm.
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Let us choose the VFSA a priori bounds [

, 


] from Appendix A. The bounds for 

stiffness modulus are G
0,l ∈ [0.9Gr
0,l, 1.1Gr
0,l] (l = 1,...,N
l
), where Gr
0,l  are reference values from 

the literature, specifi ed in Sections 4.1 and 4.2. From the damping factors reported by Ishibashi 
and Zhang (1993) for a variety of soils, the interval from 0 to 50% should account for expected 
values of the damping coeffi cient, noting that commonly accepted values for the damping ratio 
are used for the damping coeffi cient (Ching and Glaser, 2001). Thus, we impose D
0,l ∈ [0, 0.5] 

(1≤ l≤N
l
). Time-scaling factors Í
l
  should be selected observing that the liquefaction process 

propagates sequentially downwards (Holzer and Youd, 2007). Thus, we expect faster variation 
of pore pressure in the shallower layers (Í
l
 ∈ [1,5]) and slower variation in the deeper ones  (Í
l
 ∈ 

[1/5, 1]), and we impose Í
l
 ≤ Í
l
_1� for 2 ≤ l ≤ Q.

The experiments have been implemented in the programming language Fortran 90 and have 
been carried out in a notebook with 16 Gb RAM and a 2.40 GHz Intel© Core i7-4700HQ processor.

4.1.  1987 Superstition Hills earthquake

Our fi rst example is the 1987 Superstition Hills earthquake, using data from the Imperial 
Valley Wildlife Liquefaction Array (WLA). We refer to Bennett et al. (1984), Brady et al. (1989), 
and Youd and Holzer (1994) for a comprehensive description of the site, instrumentation, and 
recordings. In this work we employ data reported in Brady et al. (1989), which is available from 
ftp://ftp.ngdc.noaa.gov/hazards/cdroms/EQ_StrongMotion_v1/data/usaca41/.

This data set provides displacements, velocities, and accelerations with 200 samples per 
second, and pore-water pressures with 50 samples per second.

We select T = 96.98 s, L = 7.5 m, and take d1(t) as the 360-degree (N-S) component direction 
of the displacement vector recorded at 7.5 m depth. This channel is the most frequently studied 
in the literature. Moreover, the N-S component had the highest peak ground acceleration (PGA). 
Regarding the material properties, we consider the model with N
l
 = 4 layers from Bonilla et al. 

(2005), depicted in Fig. 3. The number of elements of the mesh is given by N
e
 = 9.

Fig. 3 - Left: sketch of the WLA 
layered model. The seismometers 
(SM1 and SM2) and the 
piezometers (P1 to P3, P5) are 
located according to Bennett et 
al. (1984). Right: profi les of shear 
velocity (blue) and density (red); 
horizontal lines denote grid cells.
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We consider the recordings from piezometers P1, P2, P3, and P5, which are located at depths 
5.0, 3.0, 6.6, and 2.9 m, respectively. Following Holzer and Youd (2007), the excess pore-water 
pressure ratio is found by fi rst taking the excess pore-water pressure relative to static pore-water 
pressure at the beginning of the earthquake and dividing it by the recorded value at 96.98 s.

Note that piezometers P2 and P5 are nearly at the same depth, namely the centre z
_

4 = 3 m of 
the fourth layer. Since piezometer P5 is regarded as the most reliable (Holzer and Youd, 2007), 
we discard piezometer P2. The pore-water pressure ratios at each layer are chosen according to 
the guidelines of Section 3, with Q = 3 unknown time-scale factors:

  
P �
1 (t) = P5(γ1t), P �

2 (t) = P5(γ2t), P �
9 (t) = P3(γ3t).   (15)

Ching and Glaser (2001) noted that the plain linear model (Eq. 13) is not able to predict 
the surface displacements observed in WLA. This can be clearly noted from the calculated 
displacement (Fig. 4), which is nearly the same as in Fig. 10 in Ching and Glaser (2001). As 
pointed out therein, by using constant G and Ñ one cannot account for the soil weakening that 
starts from the pore-water pressure buildup at approximately 13 s. On the other hand, a substantial 
improvement, in both amplitude and phase, is observed with the transient linear model.

Fig. 4 - WLA N-S surface 
displacement of recorded data 
(blue), numerical approximation 
(red) and initial guess (red, dashed) 
obtained with the plain (top) and 
transient (bottom) linear models.

Fig. 5 - WLA N-S surface velocity 
of recorded data (blue), numerical 
approximation (red) and initial 
guess (red, dashed) obtained 
with the plain (top) and transient 
(bottom) linear models.
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Surface velocities and accelerations of the plain and transient linear models are compared in 
Figs. 5 and 6 respectively, under the same settings as in Oral et al. (2017). Again, approximations 
of surface velocity and acceleration by the transient linear model have been more accurate than 
the plain linear model. By comparing the results of the transient linear model with Figs. 8 and 9 
of Oral et al. (2017), one can note that the velocities are concordant. Our estimate is less accurate 
near t = 15 s, but the low-frequency content is better represented starting from  t = 20 s. Fig. 7 
shows the excess pore-water pressure ratios recorded and computed at each layer. The pore-water 
pressure build up is more signifi cant at the fi rst two layers (0 - 2.5 m).

Fig. 6 - WLA N-S surface 
acceleration of recorded data (blue), 
numerical approximation (red) and 
initial guess (red, dashed) obtained 
with the plain (top) and transient 
(bottom) linear models.

Fig. 7 - WLA excess pore-water pressure ratios: recorded data from piezometers P1 to P5 (left) and estimates obtained 
from the transient linear model (right).

Fig. 8 displays the response spectrum, as in Figs. 11, 12 and 14 of Groholski et al. (2014). 
The spectral response of the plain linear model is closer to the response of recorded data for 
short periods, but in general the spectral response is underestimated. The transient linear model 
provides better responses for most periods, especially the longer ones. Moreover, the results of 
the transient linear model are much closer to the best fi tted model (SelfSim - Pass 13) obtained in 
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Groholski et al. (2014) than the ones form the initial model employed therein. Hence, the transient 
linear model could provide useful initial models for nonlinear site-response analysis.

Fig. 8 - WLA response-spectrum 
obtained from recorded data (blue), 
along with the plain (black) and 
transient (red) linear models.

Fig. 9 - Stress-strain history of the transient linear model at depths z = 0.75 (a), z = 2 (b), z = 3 (c), and  z = 7.15 (d) 
corresponding to time interval [0, 50] (in seconds). The time interval [10, 15] is marked in red.

Figs. 9 and 10 display the stress-strain histories of the transient and plain linear models, respectively. 
The red colour denotes the interval [10, 15], where liquefaction took place. Note that the stress-strain 
history of the transient linear model is more sensitive to large strains than the plain linear model. 
In particular, the strains predicted by the transient linear model at 3 m are more consistent with the 
average approximation proposed by Zeghal and Elgamal (1994) and the predictions by Oral et al. 
(2017) (Fig. 11).
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Let us proceed to the details of the inversion process. In the transient model, the misfi t has 
reduced from 1.5344 to 1.2057 with VFSA algorithm, and from 1.2057 to 1.2053 with two 
iterations of WGN. In the plain linear model, the misfi t reduction was from 1.6824 to 1.6819 in 
VFSA and from 1.6819 to 1.6818 with WGN (three iterations). The CPU time spent on VFSA and 
Gauss-Newton methods was respectively 35506 s and 74 s in the plain linear model, and 36890 s 
and 66 s in the transient linear model.

It is worth noting that the transient linear model has reached better fi tness with only three 
additional entries in the parameter vector. In other words, the inversion algorithms have been more 
sensitive to these parameters than the other 8. The parameters of the inverted model considering 
both plain linear and transient linear models are presented in Table 1. For an easier comparison, 
the damping coeffi cients of the transient linear are presented at minimal (when G/G
max

 = 1) rather 
than maximal values. In general, the transient linear model predicts lower soil stiffness than the 
reference model (Bonilla et al., 2005). Moreover, the minimal viscous damping coeffi cients were 
roughly 0.02, similarly to the values employed by Ching and Glaser (2001). In the plain linear 
model, the algorithm has led to (constant) damping coeffi cients that are much higher than those 
proposed by Ching and Glaser (2001).

The last two experiments in this example verify the consistency of the inversion process and 
the proposed model by using the inverted parameters to predict other surface motions. Let us 
begin with data from the same event, namely the 90-degree (E-W) component direction of the 
ground motion (Figs. 11 to 13). The misfi t of the plain and transient linear models were 1.3224 
and 1.7487, respectively. Again, the assimilation of pore-water pressure data has improved the 
approximation with respect to the plain linear model.

Fig. 10 - Stress-strain history of the plain linear model at depths z = 0.75 (a), z = 2 (b), z = 3 (c), and  z = 7.15 (d)  
corresponding to time interval [0, 50] (in seconds). The time interval [10, 15] is marked in red.
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Table 1 – Estimated parameters of the plain and transient linear models for the 1987 Superstition Hills earthquake.

l

 Plain linear Transient Linear

  G0,l (KPa) D0,l (s) G0,l (KPa) Dmin,l (s)   Íl
r

1 14924.7947  0.5000  14113.4400  0.0098 4.9990
2 17313.6739  0.3000  17006.6952  0.0127 3.4915
3 24220.8000  0.1633  24248.2789  0.0195 1.0000
4 24230.1470  0.2360  24220.8000  0.0195  — 

Fig. 11 - WLA E-W surface 
displacement of recorded data 
(blue), numerical approximation 
(red) obtained with the plain (top) 
and transient (bottom) linear 
models.

Fig. 12 - WLA E-W surface velocity 
of recorded data (blue), numerical 
approximation (red) obtained 
with the plain (top) and transient 
(bottom) linear models.

Let us now consider a different data set, the M 5.4 Brawley earthquake of 26 August 2012, 
20:57 UTC (Hauksson et al., 2013). The data set is available in the database maintained by the 
Network for Earthquake Engineering Simulation (NEES) at the University of California at Santa 
Barbara (http://nees.ucsb.edu/data-port al). 
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The instruments in the original WLA site have been replaced, and we have used the data 
from a downhole seismometer at 7.7 m, and three piezometers at 3.0, 4.4, and 5.8 m. A new grid 
has been set in order that the piezometers be located at the middle of the elements, and internal 
elements without piezometers be nearly equally spaced between two of them.

Figs. 14 to 16 show the N-S surface displacements, velocities, and accelerations predicted 
by the plain and transient linear models. Even though the transient linear model provided a 
lower misfi t (1.2266) from observed surface data than plain linear (1.3751), there is no apparent 
improvement in the fi gures, unlike observed in the data from Superstition Hills.

4. 2. 2010 Southern California earthquake

The M 5.4 Southern California earthquake of 7 July 2010 took place on the San Jacinto Fault, 
and was triggered by the 2010 M 7.2 El Mayor-Cucapah earthquake sequence (Hauksson et al., 

Fig. 13 - WLA E-W surface 
acceleration of recorded data (blue), 
numerical approximation (red) 
obtained with the plain (top) and 
transient (bottom) linear models.

Fig. 14 - M 5.4 Brawley earthquake 
N-S surface displacement of 
recorded data (blue), numerical 
approximation (red) obtained 
with the plain (top) and transient 
(bottom) linear models.
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2011). We use the recordings from the GVDA, which are also available in the database maintained 
by NEES.

Among the several stations available for this event, we have selected the accelerometers 
located at 0 and 15 m (so L = 15 m) and the E-W components of the recorded data, which had 
the highest PGA. We compute the velocities and displacements following the procedure from 
Converse and Brady (1992). The sampling interval is 0.005 s, and we study the fi rst 100 s of the 
recordings, i.e. 100 s. We consider the fi rst seven layers of the model from Archuleta et al. (1992), 
outlined in Fig. 17, so that N
l
 = 7, and select the piezometers located at depths 3.5, 6.2, 8.8, 10.1, 

and 12.4 m, which we refer to as P1, P2, P3, P4 and P5. As in WLA, the number of elements 
is N
e
 = 9.

We select P
i
*(t) analogously to the previous example (now Q = 2):

Fig. 15 - M 5.4 Brawley earthquake 
N-S surface velocity of recorded data 
(blue), numerical approximation 
(red) obtained with the plain (top) 
and transient (bottom) linear 
models.

Fig. 16 - M 5.4 Brawley earthquake 
N-S surface acceleration of 
recorded data (blue), numerical 
approximation (red) obtained 
with the plain (top) and transient 
(bottom) linear models.



Viscoelastic modeling and inversion of ground response Boll. Geof. Teor. Appl., 59, 223-248

 237

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

P �
i (t) = P1(γit) (1 ≤ i ≤ 2),

P �
3 (t) = P1(t)

P �
4 (t) = 0.4444P1(t) + 0.5556P2(t),

P �
5 (t) = 0.6923P2(t) + 0.3077P3(t),

P �
i (t) = Pi−3(t) (6 ≤ i ≤ 8),

P �
9 (t) = P5(t).

  

(16)

Fig. 18 compares surface velocities and accelerations from recorded data with those estimated 
from the transient linear model and from observed data. The plain linear model is slightly less 
accurate (in the sense that it presents a higher misfi t, as reported below) but provides similar plots 
of the three surface components, and for this reason, its fi gures are not shown here. Similarly to 
same case studies reported by Ching and Glaser (2001), the plain linear model has been suffi cient 
to predict surface motion. Fig. 19 shows the calculated excess pore-water pressure ratios along 
with the recorded excess pore-water pressure ratios. As in Fig. 7, the inversion algorithm has led 
to a faster development of pore-water pressure in the shallower layers.

Fig. 17 - Left: sketch of the GVDA 
layered model. The seismometers 
and piezometers are located 
according to NEES data. Right: 
profi les of shear velocity (blue) 
and density (red); horizontal lines 
denote grid cells.

Fig. 18 - GVDA surface velocity 
(top) and acceleration (bottom) 
of recorded data (blue) and the 
numerical approximation obtained 
with the transient linear model (red).
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Fig. 20 shows response spectrum, as in Fig. 8. As in WLA, the plain linear model is more 
accurate for short periods but underestimates the response for longer periods.

Fig. 19 - GVDA excess pore-water pressure ratios: recorded data from piezometers P1 to P5 (left) and estimates 
obtained from the transient linear model (right).

Fig. 20 - GVDA response-spectrum 
obtained from recorded data (blue), along 
with the plain (black) and transient (red) 
linear models.

Regarding misfi t values, in the transient model, we have observed a reduction from 0.6286 
to 0.4980 with VFSA algorithm, and from 0.4980 to 0.4944 with eight iterations of WGN. In the 
plain linear model, the misfi t reduction was from 0.8602 to 0.5858 in VFSA and from 0.5858 
to 0.5559 with WGN (fi ve iterations). During execution of this experiment with the plain linear 
model, the CPU times in the VFSA and Gauss-Newton were 33329 and 181 s, respectively. For 
the transient linear model, these times were 37412 and 360 s, respectively.

We conclude this section with Table 2 showing the inverted parameters of the plain linear and 
transient linear models. As in WLA, the transient linear model predicts lower soil stiffness than 
the reference model (Archuleta et al., 1992), but the viscous damping coeffi cients at maximum 
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shear modulus, which range from 0 to 0.02, are lower than the ratio Ñ /G employed by Ching and 
Glaser (2001). The inverted parameters of the plain linear model are generally concordant with 
the transient one, except for a high constant damping in the fi rst layer.

5. Discussion and conclusions

We have studied a linear, 1D viscoelastic model that incorporates pore-water pressure 
measurements as input data. This approach is intermediate between plain linear models, which 
do not properly account for liquefaction, and nonlinear models, whose parameters are less 
straightforward (Kwok et al., 2007). The interpolated pore-water pressure obtained through 
inversion may be useful in nonlinear studies of pore-water pressure prediction, for instance as 
an initial guess for an iterative nonlinear solver. Moreover, as noted in Hashash and Park (2001), 
initial estimates of modulus and damping are needed in an iterative scheme for a nonlinear soil 
model.

Our numerical results show that the pore pressure was the crucial component to understand 
the displacement registered in the surface, besides bringing satisfactory results in the inversion 
process. Taking into account the data presented at the 1987 Superstition Hills earthquake event, 
liquefaction was one of the factors that resulted in an increase of surface motion amplitude 
after 13.6 s. In this respect, Ching and Glaser (2001) have observed that the parameters G, Ñ 
cannot remain constant under liquefaction, justifying the introduction of a model dependent on 
shear-deformation and pore-pressure as defi ned by Eqs. 2 and 3. Despite the non-linearity of 
these parameters, the model can be considered linear since the pore pressures were not updated 
iteratively from the motion data.

The linearity of the model presented in this text may explain the slight superiority of the 
model proposed by Oral et al. (2017) in relation to ours, since our methodology may overestimate 
the material strength under strong input motion. We also recognize that relationships defi ned by 
Eqs. 2 and 3 do not describe a hysteretic behaviour differently from material implemented by 
Oral et al. (2017), which is modelled through a combination of viscoelasticity and hysteretic 
behaviour. This limitation has produced results with large misfi t. However, we believe that non-
linear models incorporated into our methodology and including hysteresis may decrease the 
error signifi cantly. 

Table 2 - Estimated parameters of the plain and transient linear models for the Southern California earthquake.

l

Plain linear Transient linear
  G0,l (KPa) D0,l (s) G0,l (KPa) Dmin,l (s) Íl
r

1 17374.5000  0.5000 16980.7022 0.0195 2.8247
2 36250.5000  0.0224 32632.8054 0.0049 1.2062
3 49005.0000  0.0254 53511.9271 0.0195 —
4 65301.2916 0.0140 65955.1638 0.0104 —
5 86674.6698 0.0132 84368.6423 0.0104 —
6 103680.0000 0.0155 110490.6352 0.0003 —
7 121680.0000 0.0142 121761.3777 0.0003 —
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By comparing the inversion results with and without pore-water pressure ratios, we conclude 
that these parameters are an essential ingredient for a model to account for strong ground motion. 
This fi nding, which has been reported in the literature for nonlinear models, can thus be extended 
to the linear model. Further support for the validity of the proposed transient linear model arises 
from the comment by Groholski et al. (2014) that soil behaviour tends to become more linear over 
a wider range of shear strains as excess pore pressures increase.

Besides the natural limitation of not accounting for nonlinear effects, the transient linear 
may not suffi ciently account for damping mechanism. The method should benefi t from a full 
Rayleigh damping formulation (Kwok et al., 2007). For the Superstition Hills earthquake, one 
could explore the radial symmetry of the piezometers’ locations (Fig. 3) by considering an 
axisymmetric viscoelastic model. In this model, one could explicitly consider surface waves, 
which are an important element of long-period strong motions (Holzer and Youd, 2007). The 
inversion could also increase the number of layers, providing higher-resolution models for the 
study areas.
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Appendix A: forward modelling and inversion methods

In this appendix we present the details of the forward modelling solution, and the global/local 
optimization methods used in the inversion.

Let us start with the spatial and temporal discretization of problem (Eq. 1). We have chosen the 
spectral element method with Gauss-Lobatto-Chebyshev (GLC) collocation points. This numerical 
method is implicit in time, which gives more fl exibility to choose the time step according to the 
sampling rate, and is able to deliver an accurate solution in coarse and/or irregular grids due to its 
low dispersion (Seriani and Oliveira, 2007). The method provides an approximation in the form:

uh(z, t) ≈
Nv−1∑
j=1

uj(t)ψj(z),   (A1)

where ï1, . . . , ïNv‒ 1 are global Lagrange interpolation shape functions, N
v
 = N
e
N
p
 + 1 is the 

number of global vertices, and N
e
 is the number of elements. Replacing Eq. A1 into the Galerkin 

approximation of  Eq. 1, we fi nd the following dynamical equations of motion:
   

Mü(t) +C(t)u̇(t) +K(t)u(t) = F (t),   (A2)
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where

Mi,j =

∫ L

0
ρ(z)ψj(z)ψi(z) dz, 1 ≤ i, j ≤ Nv − 1,   (A3)

is the mass matrix,

Ci,j(t) =

∫ L

0
η(z, t)ψj,z(z)ψi,z(z) dz, 1 ≤ i, j ≤ Nv − 1,   (A4)

is the simplifi ed, stiffness proportional (Park and Hashash, 2004) viscous damping matrix, and

Ki,j(t) =

∫ L

0
G(z, t)ψj,z(z)ψi,z(z) dz, 1 ≤ i, j ≤ Nv − 1,   (A5)

is the stiffness matrix, whereas  ̈,  ̇, and  are nodal vectors relative to acceleration, velocity and 
displacement, respectively. The vector (t) incorporates boundary conditions.

For the time discretization of Eq. A2, we subdivide the interval [0,T ] into N
t
 subintervals 

[t
n
,t
n+1] with time step Δt, 0≤n≤N
t
, and apply the Newmark method with parameters Ì = 1/4 and 
Í = 1/2, i.e. the average-acceleration method (Hughes, 1987):⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

ũ = un +Δtvn + Δt2

4 an,

ṽ = vn + Δt
2 an,(

M + Δt
2 C(tn+1) +

Δt2

4 K(tn+1)
)
an+1 = F (tn+1)−C(tn+1)ṽ −K(tn+1)ũ

un+1 = ũ+ Δt2

4 an+1,

vn+1 = ṽ + Δt
2 an+1,   

(A6) 

where 
n
 ≈  ̈(t
n
), 
n
 ≈   ̇(t
n
), and 
n
 ≈  ̈(t
n
). We remark that the average-acceleration method is 

unconditionally stable (Chopra, 1995; Park and Hashash, 2004) and has been used on dynamic 
equations with time-dependent matrices (Olsson, 1985).

In the following we briefl y review the VFSA algorithm (Ingber, 1989; Sen and Stoffa, 2013) 
in the simpler setting of a single cooling schedule

T (k) = T0 exp(ck1/N ),   (A7)

where Ü0 and c are the initial temperature and the decay rate, respectively. Let (0) be a randomly 
chosen initial guess. For each iteration step k = 1,2, . . . , we generate N
r
 samples  ∼ U [0,1]N (i.e.  

each component of  is drawn from a uniform distribution in [0,1]) and defi ne the models  ∼ (l) as

m̃
(l)
i = max

{
mmin

i ,min
{
m

(l)
i + yi(m

max
i −mmin

i ),mmax
i

}}
,

yi,l = sgn(ui,l − 0.5)T (k)
[
(1 + T (k)−1)|2ui,l−1| − 1

]
,

 (A8)

for 1 ≤ i ≤ N and 1 ≤ i ≤ N
r
. In Eq. A8 we assume the a priori bounds m
i
 ∈ [m


, m


] are 

known. Then, for each 1 ≤ l ≤ N
r
 , we compute ΔE = E( ∼ (l)) – E((k)) and update the model ((k) 

←  ∼ (l)) if ΔE ≤ 0 or if ΔE > 0 and exp[– ΔE/Ü()] > r, where r ∼ U[0,1].
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The algorithm stops when E((k)) attains the desired error tolerance or when the temperature  
T (k) reaches the minimal prescribed value T (

.
The model obtained with VFSA can be refi ned by minimizing a quadratic approximation 

of the misfi t function in the neighbourhood of the VFSA solution. Such a minimization can be 
performed, for instance, with the classical Gauss-Newton method for Eq. 12: 

        
 (A9) 
                

m(k+1) = m(k) +Δm,

J (k)Δm = dobs − d(m(k)).     
 

(A10)

In this method, the update vector Δ is found by solving a least squares system involving the  
M×N sensitivity matrix (k), whose entries are given as follows [see, e.g. Björck (1996)]:

  
 J (k)

ij =
∂di
∂mj

(m(k)) (1 ≤ i ≤ M, 1 ≤ j ≤ N).  (A11)

On the other hand, if the misfi t function (Eq. 12) is given in terms of an exponent dependence,
  

E2
p(m) =

∑Nt
n=0(d0(tn)− u1,n(m))p∑Nt

n=0 d
2
0(tn)

+

∑Nt
n=0(v0(tn)− v1,n(m))p∑Nt

n=0 v
2
0(tn)

+

∑Nt
n=0(a0(tn)− a1,n(m))p∑Nt

n=0 a
2
0(tn)

,  (A12)

then the update vector is found by solving p,k Δp = f p,k, where p,k = p,k k, p,k is a diagonal 
matrix such that

  
 W (p,k)

ii =
p

2
sgn

(
dobsi − di(m)

)
|dobsi − di(m)|p/2−1 (1 ≤ i ≤ M), (A13)

and f
i
(p,k) = |d
i
obs – d
i
()|p/2 (1 ≤ i ≤ M ). We follow a multiple re-weighted algorithm (Porsani et 

al., 2001; Porsani and Oliveira, 2008) that defi nes a set of exponents P (k) = {p1,...,pnRW}at each 
inversion step k, computing the update vectors Δ(i) for each p
i
 ∈ P (k), and selecting the vector  

Δ that minimizes E((k) + Δ(i)).
If E((k) + Δ) > E((k)), then we minimize E((k) + αΔ(i)) with α = 10 –1, 10 –2, . . . , 10 –6 

until E((k) + αΔ) ≤ E((k)), otherwise, model (k) is retained and the algorithm stops. This 
strategy is known as the damped Gauss-Newton method (Björck, 1996). Moreover, we employ 
the standard Tikhonov regularization

  (
(J (p,k))TJ (p,k) + λI

)
Δm = (J (p,k))Tf (p,k),  (A14)

where the regularization parameter λ  is selected with the Θ-curve (Santos and Bassrei, 2007).
In the numerical experiments, the initial and fi nal temperatures are T 0 = 1 and T
f
 = 0.01, 

whereas the parameter c is chosen such that the average rate of change of temperature in log 
scale is ΔT  = 0.01. With these parameters, the number of VFSA iterations was 460. Moreover, the 
number of random samples is N
r
 = 100. We use n
RW

 = 11 equally-spaced exponents in the WGN 
algorithm.
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Appendix B: numerical dispersion analysis

In the following we estimate the numerical dispersion of the fully-discrete scheme in Eq. A6. 
Under the simpler assumptions of homogeneous shear modulus G0 and density Ú0 and absence of 
loads and damping, the fully-discrete scheme reduces to(
M0 + V 2

0

Δt2

4
K0

)
un+1 − 2

(
M0 − V 2

0

Δt2

4
K0

)
un +

(
M0 + V 2

0

Δt2

4
K0

)
un−1 = 0,  (B1)

where V0  = (G0/Ú0)
1/2 and matrices 0 and 0 are given as

(M0)ij =

∫ L

0
ψi(z)ψj(z) dz, (K0)ij =

∫ L

0
ψ′
i(z)ψ

′
j(z) dz,

 
(B2)

By substituting into Eq. B1 the vector 
n
 defi ned as u
n , j = exp[–i(w
h
t
n
 – kx
j
)], we fi nd

−4 sin2
ωhΔt

2
M0v + cos2

ωhΔt

2
Δt2V 2

0 K0v = 0,
 

(B3)

where  = [exp(ikx0 ), . . . ,exp(ikx
Nv

_1)]
T. By taking the Rayleigh quotient approximation in the 

sense that the residual is orthogonal to , it follows that

sin2
ωhΔt

2
=

β

1− β
, β =

r2h2

4N2
p

vTK0v

vTM0v
,

 
(B4)

where r = V0ΔtNp/h is the Courant number. It is shown in Seriani and Oliveira (2007) that, for an 
infi nite, uniform mesh with element length ,

vTK0v

vTM0v
=

4

h2
f(B, Np, 1/G)

f(A, Np, 1/G)
, f(C, N,H) =

N∑
l=0

N∑
j=0

Cl,j cos[πNH(ξj − ξl)],

 
(B5)

where N
p
 is the degree of the spectral element,

Al,j =

∫ 1

−1
ψ̂j(z)ψ̂l(z) dz, Bl,j =

∫ 1

−1

∂ψ̂j

∂z
(z)

∂ψ̂l

∂z
(z) dz,

 
(B6)

ψ̂jj(z) is the j-th Lagrangian shape function of degree N
p
 satisfying ψ̂jj(Øk) = Î
k,j, where  is the k-th 

GLC collocation point in [–1, 1], and G = 2ÙN
p
/(kh) is number of grid points per wavelength. It 

thus follows that the numerical phase velocity is

cPh =
ωh

κ
=

2

Δtκ
sin−1

(√
β

1− β

)
=

V0G

rπ
sin−1

(√
β

1− β

)
.

 
(B7)

In the following we estimate the numerical dispersion of the experiments, recalling that the 
time step  Δt = 0.005 and the polynomial degree N
p
 = 4. We estimate the Courant number as



Boll. Geof. Teor. Appl., 59, 223-248  Oliveira et al. 

246

r ≈ max
1≤e≤Ne

VeΔtNp

he
,
  

(B8)

where V
e
 and h
e
 are the shear velocity and the length of the e-th element, respectively. In the 

Superstition Hills example, we have r ≈ 7.7, whereas in the Southern California example we have r ≈ 3. 
Fig. B1 shows estimates of the relative phase velocity error e
Ph

 = (c
Ph

 – V0)/V0 in these cases. It is 
worth noting that the dispersion error is highly infl uenced by the time discretization when the Courant 
number is high. The phase error is below 10% when G ≥ 16 for r ≈ 3 and when G ≥ 40 for r ≈ 7.7.

Fig. B1 - Relative phase velocity error of the fully-discrete 
fourth-degree spectral element method with Courant 
numbers r ≈ 3 and r ≈ 7.7.

In the homogeneous case, we can associate the frequency with the number of grid points per 
wavelength as follows:

             

f =
V0κ

2π
=

V0Np

Gh
.

 

(B9)

We estimate the maximum frequency in our experiments as

                                                
fmax ≈ min

1≤e≤Ne

VeNp

Ghe
,
  

(B10)

which leads to f
max

 ≈ 7.7 Hz in WLA and f
max

 ≈ 18.6 Hz in GVDA, when the number of grid 
points per wavelength is chosen such that the estimated phase error is at most 10%.

Fig. B2 shows the normalized power spectral density S(f) = | ^
d0(f)|

2 / max
f
{| ^
d0(f)|

2} of the 
downhole displacement. The spectral density is negligible at frequencies higher than the maximum 
frequencies estimated for each example.

Fig. B2 - Normalized power spectral density of the downhole displacement: WLA (left) and GVDA (right).
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Appendix C: list of symbols

Horizontal displacement (z: depth; t: time)
Density
Shear modulus
Viscosity
Initial shear modulus and stiffness-dependent damping coeffi cient
Excess pore-water pressure ratio
Recorded surface and downhole horizontal displacement
Depth of the downhole seismometer
Number of layers in the model 
Thickness of the l-th layer
Density, initial shear modulus and damping coeffi cient in the l-th layer
Excess pore-water pressure ratio at depth z = –z
e

Shear modulus and viscous damping in the l-th layer
Spectral element approximation of the horizontal displacement
Polynomial degree used in the spectral element method
Number of elements and vertices in the spectral element mesh
Final recording time, time step, and number of time steps 
Coeffi cients of the spectral element solution at time t
n

Nodal vector with boundary conditions at time t
n

Mass, damping, and stiffness matrices
Excess pore-water pressure ratio at the i-th observation point
Weight of P
i
(t) in the weighted average that defi nes P
e
*(t)
l-th time-scaling factor of pore-water pressure
Reference shear modulus in the l-th layer
Number of parameters
Model vector
Number of observations
Vectors of calculated and observed data
Misfi t between predicted and observed data
Cooling schedule of the Very Fast Simulated Annealing (VFSA) Algorithm
Initial/fi nal temperature and temperature decay rate of VFSA
Number of random samples of VFSA
A priori bounds for the i-th entry of the parameter vector
Model vector obtained at the k-th iteration
Update vector at each inversion step
Gauss-Newton sensitivity matrix at the k-th inversion step
Modifi ed misfi t function in terms of the exponent p
Sensitivity matrix at the -th inversion step in terms of the exponent p
Weighting matrix in terms of the exponent p
Right-hand side of the weighted least squares system
Number of exponents to evaluate in the multiple re-weighted algorithm
Step length of the damped Gauss-Newton procedure
Tikhonov regularization parameter

u(z, t)
ρ(z, t)
G(z, t)
η(z, t)
G0(z), D0(z)
P �(z, t)
d0(t), d1(t)
L
Nl

Hl

ρl, G0,l, D0,l

P �
e (t)

Gl(t), ηl(t)
uh(z, t)

Np

Ne, Nv

T , Δt, Nt

un

F n

M , C, K
Pi(t)
wi,e

γl
Gr

0,l

N
m
M

d(m), dobs

E(m)
T (k)
T0, Tf , c
Nr

mmin
i , mmax

i

m(k)

Δm

J (k)

Ep(m)

J (p,k)

W (p,k)

f (p,k)

nRW

α
λ
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Density, shear modulus and shear velocity in the homogeneous case
Mass and stiffness matrices in the homogeneous case
Angular frequency and wave number
Courant number
Element length in a homogeneous grid
Length of the e-th element of an irregular grid
k-th Gauss-Lobatto-Chebyshev collocation point
Number of grid points per wavelength
Numerical phase velocity
Phase velocity error
Maximum frequency for which the numerical scheme is accurate
Normalized power spectral density

ρ0, G0, V0

M0, K0

ωh, κ
r
h
he
ζk
G
cPh

ePh

fmax

S(f)
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