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Large earthquakes are often followed by aftershocks, which can cause further damage
and cost lives. A pattern recognition approach called Next Strong Related Earthquake
(NESTORE) has been developed to forecast whether one of these subsequent large
events is to be expected in an occurring seismicity cluster. This method, already
successfully applied in Italy, Slovenia, California, Greece, and Japan, has been optimised
in the NESTOREV1.0 software written in MATLAB. Using machine learning, NESTOREv1.0
provides a probabilistic forecast of earthquake clusters where a mainshock is followed
by a significant aftershock. It classifies clusters as type A (mainshock and strongest
aftershock differ by < 1 magnitude unit) or type B (larger difference). NESTOREv1.0 adapts
to specific regions through supervised training. It trains one-node decision trees on
individual features at increasing time intervals, selects the best classifiers, and combines
them using a Bayesian method to forecast type A clusters. Recent improvements to
the algorithm added a new approach for identifying clusters based on Epidemic-Type
Aftershock Sequence (ETAS) and an innovative method for detecting outliers before
training. This study compares results from Greece, Italy, western Slovenia, California, and
Japan, highlighting the performance on independent test sets and seismicity features in
different regions and interpreting the differences between the regions.

machine learning, cluster identification, strong aftershock, earthquake forecasting, outlier
detection.

1. Introduction

The increasing availability of high-quality seismic data and the advancement of machine
learning techniques applied to seismology (DeVries et al., 2018; Karimzadeh et al., 2019; Wang
et al., 2019; Mignan and Broccardo, 2020; Zhao et al., 2022; Stockman et al., 2023; Liu et al.,
2024; Schimmenti et al., 2024) have opened new roads for improving aftershock forecasting, a
crucial component of seismic hazard assessment. In this context, we developed the Next Strong
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Related Earthquake (NESTORE) algorithm, a data-driven approach designed to identify and
classify clusters with strong aftershocks using supervised learning methods. This study presents
the outcomes resulting from the application of NESTORE in five tectonically diverse regions,
California, Italy, western Slovenia, Greece, and Japan, enabling a comparative analysis of its
performance and generalisation capability.

In this paper, we summarise, integrate, and coherently compare the results of previous
NESTORE applications, which have been presented individually in papers, conferences,
workshops, and theses (Gentili and Di Giovambattista, 2017, 2020, 2022; Anyfadi, 2023; Anyfadi
et al., 2023; Gentili et al., 2023a, 2023b, 2024, 2025; Brondi et al., 2025a).

Here,weaimtojointly exploittheseresultstoimprovethe understanding of feature performance.
By comparing the behaviour of features and threshold values in different seismotectonic domains,
we seek to identify patterns and evaluate how different tectonic settings may influence predictive
capabilities, providing clues for future methodological and operational developments.

As NESTORE is also applied to new clusters, some results are shown here for the first time.

Over the years, the method has been modified and improved to make it more robust and to
meet the challenges posed by the analyses of new regions. Section 2 describes the regions where
NESTORE has been applied from a seismotectonic perspective, highlighting the differences within
and between regions whereas Section 3 provides a detailed description of the newer version of
the method. Section 4 illustrates how the results differ between regions both in terms of the
performance of the algorithm and the parameters obtained through training. Finally, in Section 5,
the differences observed in the different studied regions are discussed and interpreted, and the
limitations and advantages of the method are explored together with the research approaches
pursued to address these limitations.

2. Analysed regions: seismotectonic and available data

The NESTORE algorithm has been successfully applied in several regions (see Fig. 1)
characterised by different productivity and characteristics of seismic clusters. In the following
sections we summarise the seismotectonic regimes of the analysed regions.

It is important to point out that the quality of NESTORE’s performance is highly dependent on
the selected area and the quality and consistency of the catalogue. For this reason, preliminary
analyses of the available catalogues were conducted in each territory, taking into account
location accuracy and magnitude homogeneity. We excluded some offshore regions because of
their poorer location and magnitude accuracy, as well as their higher completeness magnitude.
In addition, we excluded volcanic regions and regions with deep seismicity, since they behave
differently from shallow tectonic seismicity regions.

In one case, after a preliminary analysis, we also removed a sub-region (the small orange
area in Fig. 1, located in northern Italy), where the seismicity characteristics, in terms of event
frequency, differed from those of the rest of the analysed territory (Brondi et al., 2025a). In
the corresponding paper, we proposed some hypotheses regarding the physical meaning
of this behaviour. From a statistical perspective, the clusters in this area belong to a region-
specific population distinct from the other clusters, so including them in a joint analysis would
introduce bias. Particular care was taken in defining magnitude homogeneity. For example, we
used the Southern California Earthquake Catalogue (Hutton et al., 2010; SCEDC, 2013), which
lists local magnitudes for all earthquakes. However, we did not use the Northern California
Earthquake Catalogue (NCEDC, 2014), despite its similar quality, because it lists different types
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Fig. 1 - Areas analysed in past NESTORE applications.

of magnitude for different earthquakes. For northern California and the limited data available
in western Nevada along the California border, we used the Advanced National Seismic System
(ANSS) California Comprehensive Earthquake Catalogue (U.S. Geological Survey, n.d.) when local
magnitude data were available as its magnitude assessment aligns well with the Southern
California Earthquake Catalogue. For the same reason, we used the revised Lolli and Gasperini
(2006) catalogue prior to the start of the ISIDE (Italian Seismological Instrumental and Parametric
Database) catalogue in 2005, as it was explicitly proposed to provide compatible magnitude
assessment. Catalogues adopted in Italy and NE Italy and western Slovenia after 2020 have been
used for applying our methodologies to clusters different from those used for the calibration of
the method; these are the real-time versions of the catalogues used for the previous years. They
have been used for the near-real-time (NRT) application of the algorithm.

Table 1 lists the catalogues used for each region.

The following sections summarise the tectonic framework across analysed regions, providing
context for interpreting how local structures may affect the occurrence of the largest aftershocks
within seismic sequences and how these regional tectonic differences may influence the
performance of features used for forecasting strong subsequent earthquakes.

2.1. Italy

One of the regions where NESTORE has been more widely used is Italy (Gentili and Di
Giovambattista, 2017; Brondi et al., 2025a) (indicated in orange in Fig. 1).

Italian seismicity results from the interaction between the African and Eurasian plates
and can be divided into five main zones (Gentili and Di Giovambattista, 2017; Brondi et al.,
2025a):
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Table 1 - Catalogues adopted in different regions and time periods for which they are used.

Region Time interval Reference
1980-2004 Lolli and Gasperini (2006)
Ital 2005-2020 Italian Seismological Instrumental and Parametric Database
aly (ISIDe Working Group, 2007)
2021-2025 https://terremoti.ingv.it/
NE Ital tern S| . 1977-2020 Snidarcig et al. (2020)
aly —western >lovenia 2021-2025 https://terremoti.ogs.it/
1980-2023 Southern California Seismic Network (SCSN)
California earthquake catalogue (Hutton et al., 2010)
1980-2020 ANSS ComCat
1995-2023 Aristotle University of Thessaloniki (AUTH)
Greece
earthquake catalogue
Japan 1973-2024 Japan Meteorological Agency (2024)

e Alps and Dinarides. This sector was formed by the collision between the Eurasian plate
and the Adriatic microplate, which led to crustal compression and uplift. Seismicity is
shallow and clustered in the eastern sectors (Friuli, eastern Alps) and the western regions
(Piedmont, Ligurian Alps), while the central Alps are quieter. Historical events include the
1511 Idrija (M, ~6.8) and 1976 Friuli (M , 6.4) earthquakes, as well as modern M , 4-5
earthquakes along thrusts and strike-slip faults. Global positioning system data indicate
ongoing deformation consistent with these seismogenic structures (Devoti et al., 2008);

e Apennine Range. This range is characterised by ongoing extension due to slab retreat,
with frequent earthquakes occurring along NW-SE normal faults (http://emidius.mi.ingv.
it/CPTI/; Malinverno and Ryan, 1986; Doglioni, 1991, 1995). Major historical and recent
events include earthquakes of 1688, 1805, 1962, and 1980 Irpinia, 1984 Abruzzo-Lazio
(Milano and Di Giovambattista, 2011), 1990 Potenza (Azzara et al., 1993), 1997 Umbria-
Marche (Miller et al., 2004), and 2016 Amatrice (Calderoni et al., 2017). This range
presents seismicity clusters along the active fault network with increasing deformation
rates southwards;

e Calabrian Arc and southern Tyrrhenian Sea. This is an active subduction margin where the
lonian plate subducts beneath the Calabrian Arc, generating shallow and deep earthquakes
(Doglioni et al., 2007; Chiarabba et al., 2008). Notable events include earthquakes of 1783
and 1905 Calabria, and 1908 Messina-Reggio Calabria (M, ~7.1). Deep-focus quakes reach
~500 km beneath Calabria and the Aeolian Islands, with seismicity reflecting slab rollback
and crustal stretching (Polonia et al., 2016). Studies also suggest the presence of a slab
tear at the southern edge of the subducting lonian lithosphere (Polonia et al., 2016),
which had been imaged by Godano et al. (2025) using b-more-positive method (Lippiello
and Petrillo, 2024) tomography;

e Southern Tyrrhenian basin. A back-arc basin formed by slab retreat, with crustal thinning,
extension, and volcanic activity (Aeolian Islands). Seismicity spans from shallow extensional
and volcanic earthquakes to deep events marking the subducting lonian plate, highlighting
the interplay of extension, magmatism, and subduction (Chiarabba et al., 2008);

e Northern Sicily. Located at the junction of compressional and strike-slip tectonics between
the Sicilian thrust belt and Calabrian Arc. Moderate to strong earthquakes occur inland
and offshore, with the 1908 Messina earthquake as a key destructive event. Seismicity




NESTORE algorithm for aftershock forecasting: insights from five seismic regions Bull. Geoph. Ocean., XX, XXX-XXX

is focused along the offshore northern Sicily fault system and inland thrust faults, with
seismic risk driven by compression, strike-slip motion, and proximity to subduction (Totaro
etal., 2016).
Overall, these diverse tectonic settings (collision zones, extensional belts, and active
subduction) make ltaly a highly seismically active region in the Mediterranean area, with a long
history of destructive earthquakes and significant ongoing hazard.

2.2. NE Italy and western Slovenia

In addition to the national level, NESTORE was also applied to a region at the edge between
Italy and Slovenia (red region in Fig. 1) (Gentili and Di Giovambattista, 2020; Brondi et al., 2025a)
using the regional OGS (National Institute of Oceanography and Applied Geophysics) catalogue
(Snidarcig et al., 2020). This area is characterised by the reduced spatio-temporal extent of the
clusters and a lower productivity in terms of cumulative moment and number of earthquakes
(for a given mainshock magnitude) with respect to the Italian seismicity (Brondi et al., 2025a).
The predominant deformation regime varies from compressional in the western sector to strike-
slip in the eastern sector. Several tectonic phases have reactivated old fault structures, leading to
a fragmentation of the crust into different tectonic blocks that define the current seismotectonic
zonation (Bressan et al., 2003). Seismic activity is mostly concentrated in two main fault systems:
the Alpine system, with an approximate E-W orientation, and the Dinaric system, with a NW-SE
orientation, respectively in the northern and eastern parts of the region. The earthquakes are
shallow and typically occur at a depth of 6-12 km in the western area (Bressan et al., 2012, 2018)
and 2—-7 km in the eastern area (Bressan et al., 2009; Gentili and Gentile, 2015). Focal mechanism
solutions indicate that thrust faulting prevails in the western part, while strike-slip faulting
mechanisms are more common in the eastern part, with occasional normal faulting (Bressan et
al., 2016 and references therein). The area experienced several strong earthquakes in the past
[11 clusters of seismicity with earthquakes of intensity IX-X from 1117 to 1976, see e.g. Gentili
and Franceschina (2011)] causing death and destruction. After the M, = 6.4 earthquake in 1976,
lower magnitudes followed, with 10 stronger events with latitudes between 45°-46.5° N and
longitudes between 11.5°-14.5° E (a rectangle approximately 230 km in longitude and 170 km
in latitude) in the magnitude range of 4.5-5.6 in the almost 50 years from 1977 to 2025 (Gentili
and Di Giovambattista, 2020; Brondi et al., 2025a).

2.3. California

The works on seismicity in California (Gentili and Di Giovambattista, 2022; Gentiliet al., 20233,
2023b) represented a significant development of NESTORE. These papers introduced several
improvements to the algorithm and code, resulting in NESTOREv1.0, now publicly available on
GitHub (Gentili et al., 2023a).

California is among the most seismically active regions in the world, located along the complex
transform boundary between the Pacific and North American plates (Hauksson and Shearer,
2005). The seismicity of the region is dominated by the right-lateral San Andreas fault system,
the eastern California shear zone, and subsidiary faults such as the San Jacinto and the Hayward,
creating distinct seismotectonic domains with different stress regimes and seismic productivity
(Trugman and Ben-Zion, 2023).

Southern California, in particular, exhibits high seismicity rates due to the interaction of
these major fault systems with a network of secondary faults, resulting in frequent moderate-




Bull. Geoph. Ocean., XX, XXX-XXX Gentili et al.

to-large earthquakes and diverse focal mechanisms (Hauksson and Shearer, 2005). This
complexity drives the cluster behaviour and aftershock sequences observed across the region
and has implications for seismic hazard assessment and operational forecasting (Trugman and
Ben-Zion, 2023).

2.4. Greece

The newly developed NESTOREv1.0 algorithm was also applied to the seismicity of Greece
(black region in Fig. 1) (Anyfadi, 2023; Anyfadi et al., 2023). Greece lies at the boundary between
the Eurasian and African tectonic plates, where the complex and sometimes powerful seismicity
is driven by various geological structures, such as the Hellenic subduction zone, stretching from
the lonian Islands to Crete (Le Pichon et al., 1995), while the North Anatolian Fault, a major
strike-slip fault extending from Turkey into the Aegean region, transfers deformation westwards.
The Hellenic subduction zone is one of the dominant geodynamic features in the eastern
Mediterranean region. The Mediterranean lithosphere subducts beneath the back-arc area of
the southern Aegean Sea, the tectonics of which are mainly driven by a regional field of extension
(McKenzie, 1978). The complex geologic setting of the Aegean is dominated by two tectonic
processes. The first is the northward movement and subduction of the African plate beneath the
Aegean at a rate of 0.9 cm/year (McClusky et al., 2000; Reilinger et al., 2010), resulting in the
formation of the Hellenic subduction zone, while the second is the southward migration of the
Aegean plate due to the African slab rollback. The subduction of the African plate formed the
Wadati-Benioff zone in the southern Aegean which extends down to about 170 km (Papazachos
et al., 2000). The southern Aegean itself is a region where high seismicity occurs along the fore-
arc. On the other hand, the back-arc region is characterised by moderate seismicity except from
its eastern part with stronger seismicity. Dimitriadis et al., 2010). In front of the Hellenic Arc,
Crete endures intense seismic activity due to active subduction and regional extension. Fault
systems on Crete align in multiple directions, with the most recent and active normal faults
trending WNW-ESE and NNE-SSW. The interplay of arc-parallel and arc-perpendicular extension
contributes to significant vertical and horizontal displacements (Delibasis et al., 1999; Vallianatos
et al., 2022). Furthermore, in the western part of Greece the Cephalonia transform fault marks
the transition between the subduction zone of the Hellenic Arc and the zone of western Greece.
In central Greece, the Corinth rift is rapidly extending and is a highly active break-up zone
(Ambraseys and Jackson, 1997; Sakellariou et al., 2007).

In addition, the Peloponnese region experiences extensional tectonics with major active
normal faults trending NE-SW and WNW-ESE, influenced by the subduction zone to the SW
and the Corinthian Gulf to the north (Koukouvelas et al., 2010). Thessaly in the main land of
Greece, shaped during the Neogene—Quaternary period, is characterised by a network of normal
faults, grabens, and horsts trending NW-SE and E-W. These faults result from ongoing N-S and
NE-SW extensional forces and demonstrate a mix of active normal, reverse, and thrust faulting,
especially along the edges of major mountain ranges like the Pindos (Caputo and Pavlides, 1993).
Southern Thessaly is seismically active with several large earthquakes occurring over the past
century, while northern Thessaly, despite similar geological conditions, shows significantly less
seismicity (Caputo, 1995; Vallianatos et al., 2021).

In northern Greece, the central Macedonia region lies within the inner Hellenic orogeny
and exhibits complex tectonics. The extension of the N-S to NE-SW high-angle (50-80° dips)
(Gkarlaounietal., 2015) normal faults and rift basins formed since the Miocene and are consistent
with the Aegean back-arc tectonics. The Mygdonian graben, aligned NW-SE, is especially active,
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reflecting a broader N-S extensional regime tied to back-arc spreading behind the Hellenic
subduction zone. In the Halkidiki peninsula, faults trend NW-SE, E-W, and N-S, with notable
systems like the Stratoni-Varvara and Gomatius faults (Alatza, 2013). Overall, the seismic activity
in mainland Greece and its islands is shaped by a combination of extensional and compressional
forces, leading to a variety of seismotectonic regimes which make it one of the most interesting
areas for the implementation of the NESTORE algorithm.

2.5. Japan

The last published application in chronological order of NESTORE is Japan seismicity (blue
region in Fig. 1) (Gentili et al., 2025). Japan’s seismicity is mainly driven by the convergence of
multiple tectonic plates. The Pacific plate subducts beneath the Eurasian plate, along the Japan
trench, producing powerful megathrust earthquakes. In the SE, the Philippine Sea plate also
subducts beneath the Eurasian plate, generating significant interplate seismicity along the Nankai
trough. Subduction rates are high, approximately 9-11 cm/year for the Pacific plate and 6-11
cm/year for the Philippine Sea plate (DeMets et al., 2010; Argus et al., 2011; Wu et al., 2016). In
the north, interactions between the Eurasian and North American plates contribute to complex
seismic patterns. Japan’s earthquake distributionis highly heterogeneous and reflects the complex
interplay between these tectonic systems. The eastern offshore region, encompassing the Japan
trench, is characterised by frequent intermediate to large subduction earthquakes. The south-
western margin, particularly along the Nankai trough, has a well-documented history of great
earthquakes occurring in segmented patterns, e.g. the 1944 Tonankai and 1946 Nankai events
(Kanamori, 1972). Inland Japan is also seismically active due to crustal deformation resulting from
ongoing plate convergence. Numerous active faults, such as the Itoigawa-Shizuoka tectonic line
and the Japan median tectonic line, accommodate interplate stress and can generate damaging
shallow earthquakes, but these are just examples of regional-scale structures. Nonetheless, the
seismicity is not only confined to the plate boundaries: very strong earthquakes also occur in
central and western Honshu, Kyushu, and the Niigata and Nagano area with reverse or strike-
slip faulting. Volcanic activity is another important source of seismicity in Japan, with hundreds
of volcanoes distributed all along the archipelago islands with most of them still active. These
volcanoes are associated with magma-induced seismic swarms and shallow volcano-tectonic
earthquakes. In March 2011, the Tohoku earthquake sequence occurred, starting witha M, 7.3
foreshock on 9 March, followed by the devastating M, 9.1 mainshock on 11 March. This event
triggered a massive tsunami, resulting in significant human and environmental losses, including
the Fukushima Dai-ichi nuclear disaster. The mainshock ruptured a ~400 km long segment of the
subduction interface with an estimated slip of ~50 m (Lay, 2018), highlighting the destructive
potential of subduction zone earthquakes. It was one of the largest earthquakes ever recorded.
While events of this magnitude are rare, over 80 earthquakes with M > 7 were recorded between
1973 and 2023 in Japan and surrounding areas belonging to the Asia-Pacific region. To define the
study area, we considered factors such as completeness magnitude, seismic network coverage,
and the distribution of volcanic seismicity. Mount Fuji and Miyake Island, for instance, were
excluded from our study.
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3. Methods

NESTOREv1.0 consists of four main modules: the cluster identification module, training
module, testing module, and NRT classification module. During these vyears, the key
advancements of NESTORE development lay in the enhanced cluster identification methodology
and implementation of stringent quality criteria for the training dataset and result validation,
aimed at improving the algorithm’s generalisation capability (Brondi et al., 2025a; Gentili et al.,
2025). The modularity of the approach enabled us to substitute the cluster identification module
if it was not effective for the current dataset, as in the Japan seismicity case (Gentili et al., 2025).

In all NESTORE versions, the analysis starts with the occurrence of an earthquake exceeding
a certain magnitude threshold, provided it is not part of any previously identified cluster. This
event is termed the “operative mainshock” (or o-mainshock). This concept is used because
NESTORE aims to produce NRT forecasts during the early evolution of a seismic cluster, assessing
the probability of a strong event occurrence after a moderate to intense o-mainshock. It is
important to note that the operative mainshock may not be the actual mainshock of the cluster,
as the true mainshock might not have occurred yet at the time of the forecast.

3.1. Cluster identification and selection

The easiest way to select clusters corresponds to methods known as the window-based
methods, which consider all events within a given radius and time window from the stronger
one(s) as part of the same cluster. The NESTOREv1.0 code (Gentili et al., 2023a) enables to select
clusters by applying user-defined windows based on the magnitude of the stronger event(s).
This method (see Section 3.1.1) supplied good results for most clusters in Italy, western Slovenia,
California, and Greece (Gentili and Di Giovambattista, 2017, 2020, 2022; Anyfadi et al., 2023;
Brondi et al., 2025a; Spassiani et al., 2025), while its application to Japan required a further, more
complex approach. In fact, identifying earthquake clusters in Japan poses significant challenges
due to the region’s high seismicity rate and spatial-temporal overlap of nearby sequences (Gentili
et al., 2025).

311. Window-based methods

In the window-based methods, any event with magnitude M_ greater than a fixed threshold
M., is considered as a potential main earthquake. The corresponding cluster aftershocks are
detected in space and time by using a circular region centred on the main earthquake epicentre
and a temporal window, with both the circle radius and the time duration dependingon M _.Ifa
potential mainshock is in the cluster spatio-temporal window of a previous one, the two clusters
are merged, and only one of the two is considered as the mainshock. The radius and duration
of the cluster are defined based on some equations, generally referred to as <Proposer’s name>
(<year>) law. We selected different laws for different analysed areas by comparing different laws
existing in literature with real data (further details in the corresponding papers). In detail, we
used the following laws for each area:

e Uhrhammer (1986) and Lolli and Gasperini (2003) laws for the spatial and temporal

selection of aftershocks, respectively, in Italy;

e Gentili and Bressan (2008) laws for both space and time for NE Italy - western Slovenia; in

order to take into account the inaccuracies in localisation in the first years of the catalogue,
2 km have been added to the radius;




NESTORE algorithm for aftershock forecasting: insights from five seismic regions Bull. Geoph. Ocean., XX, XXX-XXX

e Kagan (2002) law for space and Gardner and Knopoff (1974) law for time in California;
e Uhrhammer (1986) for both space and time windows in Greece.

31.2. Graph-based approach to the epidemic-type aftershock sequence:
a method based on stochastic declustering

Traditional window-based methods may be inadequate because clusters from different
sources often occur close in both time and space. This can lead to incorrect associations and
contamination of clusters, negatively affecting the performance of classification algorithms such
as NESTORE.

To overcome these limitations, we implemented a hybrid cluster identification method that
integrates probabilistic and deterministic elements. The core of the method is based on the
stochastic declustering algorithm developed by Zhuang et al. (2002), which models seismicity
using the Epidemic-Type Aftershock Sequence (ETAS) model (Ogata, 1988). In this framework,
each event may be either a background (independent) earthquake or may be triggered by a
previous one, with associated probabilities estimated through maximum likelihood.

The ETAS model defines the conditional intensity function as the sum of a background term
and a triggering term that accounts for the contributions of all preceding events. This includes
temporal decay (Omori-Utsu law), spatial decay, and productivity scaling with magnitude. The
model assumes magnitude independence between triggering and triggered events (Petrillo and
Zhuang, 2022, 2023). ETAS model parameters are estimated using the original iterative algorithm
by Zhuang et al. (2002) and Ogata and Zhuang (2006), ensuring reproducibility with prior studies.

Each event in the catalogue is assigned a probability of being background or being triggered
by a specific preceding event. Stochastic declustering proceeds by generating a random number
and assigning each event to the background or to a parent event probabilistically. Because of its
stochastic nature, the clustering output varies across realisations.

The new algorithm proposed in Gentili et al. (2025), here referred to as the graph-based
approach to ETAS (GRETAS), treats the ETAS output from the graph approach point of view.
Different runs of the stochastic declustering algorithm supply a set of clusters that can be
represented by oriented graphs (trees) that are different from one run to the other depending
on the values of the random numbers generated by the algorithm. The nodes of the trees are
the earthquakes, while the weight of the arcs between events n (parent) and j (descendent) is
related to the probability for event j of being the background and to the sum of probabilities
thatj is the descendent of events up to n. The arc is generated only if its weight is larger than the
random variable. The events that are strongly connected within a cluster, i.e. the ones that are
close in space and time to several previous events, tend to remain grouped together across all
runs of the stochastic declustering method. These events typically persist in the cluster because
they are linked to multiple other events, not just one. For this reason, we chose to define cluster
belonging based only on events that show strong and consistent connections to others. In order
to do this, we ran stochastic declustering several times [in Gentili et al. (2025) we chose 10 times].
For each mainshock (defined as the largest event in the cluster), we identified the corresponding
cluster members by intersecting the outcomes of the different runs. Only events consistently
associated with the same mainshock across multiple runs were retained. This ensures that the
final clusters include only the most stably connected events, avoiding the inclusion of loosely
connected or ambiguous events that may belong to overlapping sequences.

To avoid excessive spatial spreading of clusters, the last part of the GRETAS algorithm applies
a final spatial filter selecting only earthquakes within a given distance from the mainshock. In
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Gentili et al. (2025), we selected the empirical law of Uhrhammer (1986) for Japan. However, this
constraint had a marginal effect on the results, removing less than 1% of the events.

This robust identification process was applied uniformly to both the training and testing
datasets, ensuring consistency in cluster definition throughout the study.

3.2. NESTORE training, testing, and near-real-time modules
3.21. Training

The clusters identified in the cluster identification module are the inputs for the training
module. Nine features related to the seismic productivity and spatio-temporal evolution, in terms
of radiated energy, magnitude, number of events, and their spatial distribution, are computed at
different time intervals starting soon after the operative mainshock [for further details on the time
start see Gentili et al. (2023a)]. A threshold is estimated for each of these features to distinguish
type A clusters from type B clusters. Typically, most type A clusters have feature values above
this threshold, whereas, in contrast, most type B clusters have values below this threshold. The
training routine consists of four steps: 1) feature extraction, 2) decision tree training, 3) selection
of the time intervals characterised by good performance for each feature (good interval), and 4)
inheritance and validation. Since several improvements have been made over time, the training
for versions of the algorithm starting with Brondi et al. (2025a) is described herein.

Feature extraction. The features, detailed in Section 3.3, are extracted from events with
magnitude greater than, or equal to, M_-2in 10 time intervals Tj, starting s, = 1 minute after the
occurrence of the o-mainshock and ending at steps of six hours on the first day and 24 hours
during the first week.

Decision tree training. For each feature, a one-node decision tree is trained in each time
interval so that, if the tree converges, it finds a threshold above which the majority of the feature
values of the type A clusters lie. If no threshold value can be found, the feature is discarded for
this time interval.

Selection of good interval. The reliability of the determined threshold values is tested with
a k-fold cross-validation method with k = 1, i.e. the Leave-One-Out (LOO) method, which is
particularly suitable for small training datasets (i.e. the order is of the dozens of cases). The
decision tree performance is evaluated based on four statistical properties: accuracy, precision,
recall (ranging between 0 and 1), and informedness (ranging from -1 to 1). These evaluators are
used for evaluating binary classifier performance. The two classes are defined as positive and
negative. In our case we considered the type A cluster as positive and the type B as negative.
Accuracy is defined as the percentage of correct classifications. Precision is defined as the
percentage of samples classified as positive that are actually positive. Recall is defined as the
percentage of correct classification of positives; vice-versa, inverse recall, is the percentage of
correct classification of negatives. All these percentages are normalised to 1. Informedness is
the sum of recall and inverse recall -1 and is a measure of how informed the classifier is about
the classes.

A feature is used by NESTORE in a certain interval, which is defined as “good interval”, if the
evaluators fulfill certain criteria. More specifically:

e accuracy, precision, and recall must be strictly above 0.5;

e accuracy must be equal to or greater than that of a tree classifying each cluster in the

more populated class;

¢ informedness must be strictly greater than 0.
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The good interval ends at a time less than, or equal to, s, when informedness is maximal. The
feature value and the threshold value for s, are ‘inherited” into the subsequent time intervals.

Inheritance and validation. The constancy of the calculated and inherited feature values and
thresholds is reinforced by reapplying the LOO method to calculate the percentage of correct
classification of type A clusters (recall or true positive rate) and the percentage of incorrect
classification of type B clusters (false positive rate) for each Ti. The feature thresholds of the
Ti intervals, in which the false alarm rate is greater than the recall value, are discarded. For the
selected features and time intervals, the probability that the cluster is of type A when the feature
value is above or below the threshold is estimated from the training set as the percentage of
A clusters with this feature above or below the threshold. Since the method is applied to real
data, the probability may be less than one above the threshold and greater than zero below the
threshold due to noise or imperfect performance of the feature in discriminating the cluster

typology.

3.2.2. Testing

The testing module uses the values determined in the training module to forecast the class
type of the clusters of an independent test set. For each test set cluster, the features selected
in the training phase are calculated in the 10 time intervals Ti from the operative mainshocks
of this new dataset and, depending on whether they are above or below the training threshold,
the probability that the cluster belongs to type A is estimated for each feature and each time
interval Ti.

Let p .= P(A|F ) be the probability that the cluster is of type A for the n*" feature F_in the
i time interval. In more recent versions of NESTORE [first used in Gentili and Di Giovambattista
(2020)], these probabilities are combined using an approach based on the Bayes theorem to
calculate the overall probability P that the cluster is of type A for each time interval Ti:

MBI T
Pi(AlFl,i ---FN,L') = L | n=1P (1)

[N (B)i]N_l Hg=1 pn,i+[N(A)i]N_1 Hg:l(l_pn,i)

where N(A), and N(B), are the number of clusters A and B at time Ti in the training dataset. It is
important to know the number of samples for each class to account for the possible imbalance
between classes. Eq. (1) was obtained from equations by Bailer-Jones and Smith (2011) for
combining probabilities from different independent features, D, ...,D :

[IN=1 P(CIDn
P(CID; .. Dy) = a 1=t (2)

where P(C) is the probability of having class C, P(C|D ) is the posterior probability that class is C
given D , and a is a normalisation factor so that Z, P(C,|D,...,.D,) = 1.

In our case, we assumed that the probability of class type A and type B corresponds to
the fraction of instances of such class in the training set [for further details, see Gentili and Di
Giovambattista (2020)]. The output of the NESTOREv1.0 testing module is the estimation of the
cluster type, expressed as probability P(A).

In order to estimate the performance of the method, the forecasting about type A or type B
clusters is provided by comparing the resulting probability P(A) with the threshold equal to 0.5:
if P(A) = 0.5 the cluster is classified as type A, otherwise as type B. The comparison of the output
classification with the actual cluster class provides an estimate of the algorithm performance,
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which is described by the receiving operating characteristics (ROC) and the precision-recall
diagrams. Examples of the result diagrams can be found in Section 4.1.

It is important to note that, due to the small dataset available, validation is performed during
training using the LOO method and for the individual features. The merging of the feature
performance is only carried out in the testing phase, and there is no validation set to determine
the best interval for each analysed region. For simplicity, in this paper, only the best results are
provided in the dedicated section, but all data can be found in the corresponding articles.

3.2.3. Near-real-time application

The NRT module is the latest development of NESTOREv1.0, which aims to forecast the
class type of an ongoing seismic cluster. The first description of this module is in Gentili et al.
(2023a). According to the NESTORE general procedure, the cluster is defined with a window-
based, magnitude-dependent method from the mainshock, which also determines the time and
area for the forecasting. The features are calculated for increasing time intervals, Ti, until the
one for which the testing procedure estimated the classification performances are the best, and
compared with the corresponding values and thresholds obtained in the training for the study
area. The NRT output consists of a map of the cluster in each time interval and the class forecast,
given in the form of an AFtershock-based Traffic Light System (AFTLS) (Gentili et al., 2023a). The
AFTLS colours are related to the probability of occurrence of a strong aftershock: red for high
probability (type A), green for low probability (type B), and yellow for uncertain assessment.

Before applying the NRT module, training is carried out once again with all the available data
(training set and test set) in order to obtain more stable thresholds. Like in the case of previous
training, validation is performed by means of the LOO method, without using a dedicated
validation set. In Brondi et al. (2025a) and Gentili et al. (2025), the thresholds obtained with the
larger dataset are compared with the previous ones, detailing which are stable and which are
improved. Since the NRT module needs an estimate of which are the more reliable time intervals
for the forecasting, but no proper validation set is available, this information is taken from the
output of the testing phase (see Section 5 for further details).

3.3. NESTORE features

The features used in NESTORE (see Gentili et al., 2025) are related to the spatio-temporal
distribution of the aftershocks, source area, magnitude trends, and radiated energy. They are
calculated for events with magnitude in the range [M_-2, M ], chosen in order to account for the
possible incompleteness of the catalogue. They are:

a) S, the normalised event source area:

S@) = X; 100m~Mm) (3)

where m is the i event magnitude;
b) Z the linear concentration of events:

0.69m;—3.22
Z(i) — mean(10 ) (4)

mean(r;;)

with r, being the distance between the i and j* events;
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c)

d)

e)

f)

g)

h)

Q, the normal radiated energy:

Q(i) = 2 (5)

Em

being E_the mainshock energy, and E, the energy of the i event;
SLCum, the cumulative deviation of S from the long-term trend on increasing length
windows:

SLCum(i) = ¥; abs[S(t) — S(t;_1)] —2—; (6)

(i-1)-dt’
SLCum2, the cumulative deviation of S from the long-term trend on sliding windows:
SLCum2(i) = Z abs{S[s, + (i — 1) - dt, (s, + 1) - dt]
i

(7)
= Slsy + (= 1) -dt,s; + (i - 1)'df+df]}%;

QLCum, the cumulative deviation of Q from a long-term trend on increasing length
windows:

QLCum(i) = Y; abs[Q(t;) — Q(t;—1)] (i_if)t.dt; )

QLCum?2, the cumulative deviation of Q from the long-term trend on sliding windows:

QLCum2(i) = Y;abs[Q([s; + (i— 1) -dt, s; +i-dt]) —Q([s; + (i — 1) -dt,s; + (9)

(i — 1) - dt +dr]) 7

V_, the cumulative variation of magnitude from event to event:

V(@) = Zi Im; —my_q]; (10)
N,, the number of events with magnitude >M -2:

N, (i) = X H[m; — (My, — 2)] (11)

where H is the Heaviside step function.
In the case of the application of NESTORE to Japan (Gentili et al., 2025), we substituted N,
with:

N,s(i) = N, (i) + 110 - S(i) (12)

which performed better in that area.
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3.4. Data cleaning by outlier removal - REPENESE algorithm

The biggest challenge of NESTORE is the classification of small and often very unbalanced
datasets such as, for example, in the Japanese seismicity case. For this reason, starting with the
paper of Gentili et al. (2025), we developed the RElevant features, class imbalance PErcentage,
NEighbourhood detection, SElection (REPENESE) algorithm. A preliminary quality assessment
of the training dataset is essential to achieve reliable results and to establish more appropriate
thresholds for discriminating between cluster populations. The detection of outliers must fulfil
three important requirements: 1) the selection must be solely based on relevant features, 2)
the imbalance between classes must be taken into account (removing a rare cluster of type A is
more critical than removing a frequent cluster of type B), and 3) the standard centroid distance
methods such as Z-score (Rousseeuw and Hubert, 2011) must be replaced by a threshold-based
approach, since correct classification depends on the position relative to a feature threshold
rather than the proximity to a centroid.

To overcome these challenges, REPENESE (Gentili et al., 2025) involves four steps:

e RE (RElevant features). Features are selected as relevant if a threshold exists and the true

positive rate is greater than 0.5, the false positive rate is smaller than 0.5, and the precision
is greater than 0.5;

e PE (PErcentage class weighting). The imbalance between the classes is quantified using
probabilities P, and P, calculated from the relative frequencies of clusters of type A and B
in the training set;

e NE (NEighbourhood detection). Neighbourhoods are defined for each relevant feature
based on the sorted feature values. Type A samples consider the nearest N, (set to 5)
larger values, type B considers the N, smallest values;

e SE (SElection). A sample of a given class (A or B) is labelled as an outlier if the number of
samples of the same class in its neighbourhood does not exceed P-Sn, where Sn is the
size of the neighbourhood and P is probability P, or P,. Only samples that are consistently
identified as outliers across all relevant features and thresholds are removed from the
training set.

This method increases the robustness of the training set by ensuring a better representation

of minority classes and reducing noise, which ultimately improves the generalisation capability
of the model.

4. Results

This section summarises the more recent results for Italy, NE Italy and western Slovenia,
California, Greece, and Japan. For California, reference is made to the results available on GitHub
and Zenodo (Gentili et al., 2023a), where a version of the code, more recent than the one in the
paper by Gentili and Di Giovambattista (2022), is available.

In Section 4.1., training and testing performances in different regions are compared. Section
4.2 provides results on the NESTORE thresholds in different regions, outlining their differences.
Section 4.3 yields further statistical information on the evolution of the clusters in space-time
and the seismic moment, which can be provided together with the cluster class at the time
of forecasting. Finally, the NRT application of NESTORE is presented in Section 4.4. In the final
section, the outcome of the results is discussed.
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4.1. Training and testing

The clustering module identifies seismic clusters from the input catalogues. However, not
all clusters are suitable for NESTORE. Clusters are discarded under various conditions: 1) if the
mainshock is outside of the definition areas (see Fig. 1); 2) if the strongest aftershock occurs
within the first six hours after the mainshock, limiting the availability of statistical data; 3) if the
magnitude of the strongest aftershock falls within the range of M_-1+0.2, to avoid incorrect class
assignments due to inaccuracies in magnitude estimation; 4) if the completeness magnitude is
greater than M_-2.

The cardinality of the refined training set used for the first six-hour time interval of each
analysed area is shown in Table 2.

Table 2 - Training set and test set cardinality for the analysed areas.

Region Dataset Period No. of clusters | No. of A clusters | No. of B clusters
. . Training 1981-2019 50 21 29
California
Testing 1981-2023 13 4 9
Training 1995-2015 46 6 40
Greece
Testing 2016-2022 27 6 21
Italy Training 1980-2009 24 7 17
Testing 2010-2020 14 6
NE Italy - Training 1977-2009 13 4
western Slovenia Testing 2010-2020 18 3 14
Training 1973-2004 50 7 43
Japan
Testing 2005-2023 31 4 27

The table shows how the ratio between the number of type A and type B clusters changes
from region to region and how, in Japan and Greece, the classes are highly unbalanced, with
type B cardinality being six to seven times greater than that of type A. In order to account for the
class imbalance and the presence of outliers, we introduced in our work on Japan the REPENESE
algorithm (see Section 3.4). After its application, the number of type A clusters in the training set
decreased from 11 to 7 and of type B from 45 to 43 (the final number is the one used for training
and shown in the table).

The cluster selection process described above (points 1 to 4) is also applied to the clusters of
the test set, but the REPENESE algorithm is not applied because the outliers should be taken into
account in the performance evaluation. See Table 2 for the cardinality testing datasets of all the
analysed regions.

The performance of NESTORE in the different regions varies according to the region
characteristics, the catalogue quality, the number of available clusters, the balance of classes
A and B, and so on. In articles on NESTORE, the testing module estimates and visualises the
performances through the ROC and precision-recall diagrams, suitable for binary classifications.
Fig. 2 shows the results corresponding to the time interval Ti for which the algorithm provided
the best performances in the analysed regions. The ROC diagram (Fig. 2a) shows, on the ordinate
axis, the true positive rate (or recall), i.e. the percentage of correctly classified positives that in
our case is the percentage of correctly forecasted as type A clusters (normalised to one). On the
abscissa axis, it shows the false positive rate, which in our case corresponds to the percentage of
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type B clusters incorrectly classified as type A (normalised to one). The dashed line corresponds
to a random response. All applications are clearly above the random response and close to the
ideal classification that is the one in which the true positive rate is equal to one and the false
positive rate is equal to zero.

If the negative class (in our case type B) has a much greater cardinality than the positive one,
even if a small percentage of the negative class is misclassified as positive, a large percentage of
the events classified as positive can be misclassified.

A crucial parameter to evaluate in the case of a heavily imbalanced class distribution is,
therefore, precision, which in our case is the percentage of clusters classified as type A that are
actually type A. This information is shown in the precision-recall diagram (Fig. 2b). Horizontal
dashed lines show the response of a random classifier, i.e. a value of precision equal to the
normalised percentage of type A clusters in the dataset for different regions in the test set.
Also, in this case, the performance in different regions is close to the ideal precision=recall=1
classification, corresponding to the upper right corner in the diagram.
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Fig. 2 - NESTORE performances in different regions.

The large unbalancing of the classes of the test set in Japan and Greece (corresponding to
a low value of random classifier precision) slightly affects precision in the two regions, which is
however greater than 70%. In the case of Italy and NE Italy, no type-B cluster is misclassified, so
that precision is one.

As a further analysis, in order to validate our results, we estimated probability a of obtaining
h or more hits (type A clusters correctly classified) by chance accordingly with Zechar (2010) as:

a=YN,(Mra-oV. (13)

In this case, T, the fraction of the time-space occupied by alarms, is simply the ratio between
the number of clusters classified as A and the number of all the clusters; unlike applications
in evaluating mainshock forecasting, in which the measure of time-space may be not uniquely
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defined, in this particular application t is uniquely defined, avoiding ambiguous results; in this
case N is the number of observed type A clusters. A small a corresponds to an alarm with high
skill.

Table 3 shows the value of a for the different analysed regions. Note that for all the cases
analysed, the number of type A clusters in the training set was unchanged with respect to the
one of Table 2, even when longer time intervals were considered. For this reason, such values
are not specified in the table.

Table 3 - Values of « for the different regions.

Region Time interval o
California 12 hours 4.06 %
Greece 6 hours 0.07 %
Italy 24 hours 5.97%
west'\ésr:tgllgv_enia 6 hours 3.41%
Japan 6 hours 3.36%

In all cases, the probability a of obtaining h or more hits by chance is very low, lower than
6%. The highest value is obtained for Italy, where two type A clusters were wrongly classified.
However, a detailed analysis (Gentili et al., 2024) of one of the two clusters which occurred in
Molise (southern Italy) in 2018 showed how its misclassification may be due to an incorrect
cluster identification caused by effects related to fluid diffusion. Considering the proposed
cluster definition by Gentili et al. (2024), a is reduced to 2.45% and recall (true positive rate)
passes from 0.67 (Fig. 2) to 0.83.

4.2. Comparison between feature thresholds

In this section, the feature thresholds encountered in different regions (ltaly, NE Italy and
western Slovenia, California, and Japan) are compared by analysing the results of papers from
2023 (Anyfadi et al., 2023; Gentili et al., 2023a, 2025; Brondi et al., 2025a).

For this purpose, Fig. 3 shows, when available (Italy, NE Italy and western Slovenia, Japan),
the thresholds obtained from the whole dataset after outlier removal, being this the most stable
characterisation of the areas. Since for all cases the best performances were obtained with time
intervals smaller or equal to one day, only these thresholds are compared. It should be noted that
the values for Italy and NE Italy - western Slovenia may differ, as Italian seismicity is dominated
by Apennine seismicity (Brondi et al., 2025a), which is different from Alpine-Dinaric seismicity
in NE Italy. The thresholds inherited from previous intervals are not shown. For details on the
thresholds obtained during the original training, reference should be made to the corresponding
papers.

As shown in Fig. 3, all feature threshold values increase or remain constant with increasing
length of time interval Ti. This is due to the fact that most features (e.g. the number of events
or radiated energy) are cumulative and, therefore, they cannot decrease, and that the larger
productivity, especially for type B clusters, occurs in the first hours after the operative mainshock,
so some thresholds do not need to increase. When available, the threshold values for the
cumulative source area (S), radiated energy (Q), their time variation (SLCum, SLCum2, QLCum,
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Fig. 3 - Thresholds for each feature and time interval (when available) for the analysed regions.

and QLCum2), the number of events (N,), and the earthquake concentration (Z) generally show
higher values for Greece and Japan compared to Italy and NE Italy, while California does not
show a general trend with respect to the other regions. The Vm feature, which refers to the
fluctuation in magnitude from one event to the next, does not show the region-dependent trend
of the other features.

Focusing on the partially overlapping areas of Italy and NE Italy - western Slovenia, the
threshold values in NE Italy - western Slovenia are found to be lower at short time intervals after
the mainshock. The trend is inverted for the time interval ending 18 hours after the mainshock
(Brondi et al., 2025a). One reason for this inversion could be related to the change in the size of
the dataset. Since we only consider type A clusters that have not yet had the strongest aftershock
at the time of the analysis, the data set shrinks over time, possibly increasing noise in the data.
Another explanation could be a selection effect in the population of type A clusters, if the type
A clusters with the strongest aftershock at a later point in time are also characterised by higher
feature values.
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4.3. Further information based on classification

When NESTOREv1.0 was applied to the catalogues of California (Gentili and Di Giovambattista,
2022), Greece (Anyfadi et al., 2023), Italy (Gentili and Di Giovambattista, 2017, 2020; Brondi et
al., 2025a), and Japan (Gentili et al., 2025), type A and type B clusters were found to differ in
terms of various seismicity characteristics in the first hours or days after the operative mainshock
(Gentili et al., 2023a, 2025).

Recently, it has been observed that for Italy, NE Italy - western Slovenia (Brondi et al., 2025a)
and Japan (Gentili et al., 2025), type A and type B clusters also differ with regards to three
parameters measured over the entire duration of the cluster: the effective cluster duration
normalised by the cluster duration derived from the window method, the number of aftershocks
with a magnitude greater than, or equal to, M _-2, and the cumulative seismic moment associated
with previous aftershocks normalised by the seismic moment of the operative mainshock. In
most cases, the type A clusters show greater values than the type B clusters in all three areas
mentioned. This corresponds to what was observed with the NESTOREv1.0 features in the first
hours after the o-mainshock.

Comparing the distribution of these characteristics for the whole clusters (Brondi et al.,
2025a; Gentili et al., 2025) in different regions, we found the following:

1. Japan and Italy are characterised by a higher number of events with M > M -2 for type A
with respect to NE Italy - western Slovenia (no type A clusters with less than three events,
while this is the case in NE Italy - western Slovenia in one third of the cases);

2. although the minimum value of normalised cumulative seismic moment associated with
type A clusters is higher in the case of NE Italy - western Slovenia, for all three areas most
type A clusters are above 0.2;

3. fortype B clusters, the normalised cumulative seismic moment is always confined between
0 and 0.2 and, more specifically, always below 0.1 in the case of NE Italy - western Slovenia
and Japan. Therefore, on average, Italy shows a slightly higher type B cluster productivity
compared to NE Italy - western Slovenia and Japan;

4. normalisedduration oftypeAclustersinltalyand NE Italy - western Sloveniaare comparable;
data on Japan cannot be compared because of the different cluster identification method
adopted. However, in all cases, the normalised duration of type A clusters is generally
higher than that of type B ones.

4.4. NESTORE application in near-real time

The main goal of the NESTORE algorithm is to provide an alarm when in the first hours/
days after a strong earthquake, the values of seismicity feature are consistent with the ones
measured for a type A cluster. For this purpose, we proposed a NRT module. In the following
sections, the performance of the NRT module is shown for the time intervals corresponding to
the best performances in the testing phase. The application of this module to the various regions
analysed by NESTORE is at different stages of development. The NRT module is functional for
Greece and California, but is not currently being used. In Japan, automatic cluster identification
for NRT is still under development, as the window-based methods are not suitable for the
seismicity of this area. In Italy and NE Italy - western Slovenia, the NRT module is operational
and routinely employed.
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4.41. Italy

Fig. 4 shows the performances of the NRT method in Italy from 2021 to 2024. With this
method, the analysed clusters should meet the following requirements:
1. the location must be within the analysis area (see Fig. 1);
2. the mainshock magnitude must be greater than, or equal to, 4 (as the completeness
magnitude was set to two for the whole Italian territory after 2020);
3. no strong aftershock must be recorded in the first six hours after the operative mainshock.

NRT
H Gambettola (23/01/26)
#4 A Montagano (23/03/28)

NRT Performance
(ITA)

-1® Correct Classication

45°N

@ Socchieve (24/03/27) |

@ Carfizzi (24/05/24)
Pietrapaola (24/08/01)

@ Mangone (24/11/28)
Poljane (24/12/09

Fig. 4 - NRT module performances on the INGV catalogue.

The code is manually launched when the previous conditions are satisfied. Even though the
dataset is not very large, due to the short duration of the NRT module evaluation (11 available
clusters), the performances of the method are in good agreement with those obtained in the
testing phase, with all type B clusters correctly forecasted (false positive rate = 0), two thirds of
type A clusters correctly forecasted (true positive rate = recall = 0.66), and all clusters classified
as A actually being of type A (precision = 1).

4.4.2. NE Italy and western Slovenia

Fig. 5 shows the performance in NE Italy and western Slovenia using the OGS catalogue
(Snidarcig et al., 2021; Brondi et al., 2024b, 2025b; https://terremoti.ogs.it/). The limited size of
the area leads to a dataset that is smaller than the one of the entire Italian territory. Originally,
the NRT module was started manually after the occurrence of an earthquake with magnitude M,
> 3.7 that was not already part of an analysed cluster. Since March 2024, the analysis has been
carried out automatically (see next section).
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Fig. 5 - NRT module performances on the OGS catalogue.

All clusters analysed through the NRT module were correctly forecasted. As with training
and testing, the eastern part of the area is characterised by type B clusters. From 2024, the
NRT algorithm is automatically applied to the monitoring system managed by the department
Seismological Research Centre (CRS) of OGS. For further details see the Appendix.

4.4.3. Greece

In Greece the NRT module has not been applied in a systematic way, but was applied in the
thesis work by Anyfadi (2023). A total of four clusters, including data from 1995 to 2022, were
analysed and 75% were correctly classified (Fig. 6).

Among the three type B clusters, one was misclassified as type A. The M_ = 4.9 type A cluster,
located in the Evia area, was correctly classified by NESTORE. The more relevant features are S, Z,
and Q at the six hours. The probabilities for the majority of these features exceed the threshold
indicating that these features voted for the classification of this cluster as type A and a strong
aftershock with magnitude larger than, or equal to, 3.9 was correctly expected to occur within a
circular region with radius of 19 km, in the 25 days after the o-mainshock. The number of clusters
considered in this analysis is too small to enable a fully robust statistical evaluation. Nevertheless,
the method’s performance is consistent with the testing phase: the type A cluster was correctly
classified (as were all type A clusters in the testing phase), while the only misclassifications
occurred among the type B clusters, which also produced some false alarms during testing. A
routine application of NESTORE to Greek seismicity would enable a more reliable performance
assessment. The analysis of the misclassified type B clusters did not reveal any region-specific
characteristics. In Anyfadi et al. (2023), the two misclassified type B clusters were located in
eastern Crete and near the Anatolian peninsula coast, far from the location of the B cluster
misclassified by the NRT algorithm.
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Fig. 6 - NRT module performances on the AUTH catalogue. Editor note: please cite Fig. 6 in the text

5. Discussion and conclusions

In this paper, we have shown the performance of the NESTORE algorithm in classifying seismic
clusters based on the characteristics of the first hours of seismicity after the o-mainshock.
NESTORE is based on a set of features extracted from seismic catalogues. It assumes that type
A clusters (those with the strongest aftershocks) have large feature values. In contrast, type B
clusters typically show smaller values. The classification is based on threshold feature values
determined in the training phase. In all analysed regions, feature S, which refers to the normalised
cumulative source area, has shown good results shortly after the o-mainshock (six hours).

The capability of the S feature, in discriminating type A and type B clusters in most datasets
for a short time after the mainshock, may be interpreted from the physical point of view. Similarly
to the analysis by Smirnov and Petruchov (2025) on precursors of strong earthquakes, we can
state that, since the value of the normalised cumulative source area S is obtained from the
aftershock magnitude and, since the size of the sources is related, from a physical perspective,
to the size of lithospheric heterogeneity in fracturing (Scholz, 2019), the dimensional distribution
of heterogeneities plays a crucial role in determining the distribution of aftershock magnitudes
(Aki, 1981). The development of fracturing and the subsequent stress redistribution lead to the
widening of cracks as they merge. The tendency of cracks to coalesce into larger cracks, leading
to the development of strong aftershocks, depends on the fracturing state of the medium, the
stress field, the orientation of cracks relative to the stress field, and the presence of fluids, and
varies in time and space. Clusters in which this tendency is most pronounced are those where
strong aftershocks (high S), with magnitude comparable to that of the mainshock, are most likely
to occur (type A clusters). This result is independent of the analysed region. Type A clusters, on
the other hand, are also the ones characterised by strong S fluctuations (as shown by SLCum
and SLcum?2) and higher magnitude variations from event to event (as shown by Vm). This shift
can be interpreted as a manifestation of instability within the nonlinear system of earthquake-
generating faults (Vorobieva, 1999), consistent with observations preceding major earthquakes
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and stronger events within seismic clusters (Keilis-Borok and Kossobokov, 1990; Keilis-Borok and
Rotwain, 1990; Vorobieva and Panza, 1993).

From the machine learning point of view, the variability in feature performance across
seismotectonic regimes highlights an important point: including a variety of features during
training helps the model to adapt to regional differences. Some features show different
performance depending on the analysed area: the Q feature, referring to the cumulative radiated
energy, works well in Greece, Italy, and NE ltaly - western Slovenia, but not in California and
Japan; feature N,, based on the earthquake number, gives good results in California, Italy and NE
Italy - western Slovenia but not in Greece and Japan.

Overall, NESTORE correctly classified between 66% and 100% of type A clusters, and between
90% and 100% of type B clusters. Precision, corresponding to the percentage of clusters
classified as type A that actually were type A, ranged between 75% and 100%, depending on
the class imbalance (lower precision if type B clusters are more than type A clusters). Most
of these results are obtained within the first 6-12 hours or, at the most, within one day after
the o-mainshock. Therefore, the method shows a great potential for application in seismic risk
mitigation.

A recent and interesting result is that type A and type B clusters differ not only in terms of
the strongest aftershock magnitude, but also in terms of the characteristics of the entire cluster,
such as the cumulative seismic moment, duration, and number of earthquakes. The analyses for
Italy, NE Italy - western Slovenia, and Japan have shown that type A clusters have higher values
for seismic moment, duration, and number of earthquakes compared to type B clusters with
the same o-mainshock magnitude. Although the clusters in Italy and Japan depend on different
seismotectonic contexts, seismic network characteristics, clustering laws, and magnitude scales,
itis interesting to note that, to a first approximation, the different behaviour between type A and
type B clusters is the same with respect to the three analysed characteristics. Shortly after the
o-mainshock, the results on these three seismicity characteristics provide further information on
how the ongoing cluster will behave.

Another interesting outcome of NESTORE is its capability of estimating feature thresholds
robust enough to enable class forecasting in a whole region, even when multiple and diverse
seismotectonic regimes coexist. The next step in our research investigation will be to understand
whether the different threshold values from region to region are related to seismicity
characteristics. We, therefore, compared it with the geometric mean of the annual seismic rate
obtained by analysing the same catalogues. Recently, van der Elst and Page (2023) proposed a
new method to estimate the seismic rate in the presence of incomplete data. This method, called
a-positive (a+), is based on measuring interevent time interval not between all earthquakes,
as in the standard definition above, but only between pairs of earthquakes where the second
event has a larger magnitude than the first. Specifically, the difference in magnitude between
the two earthquakes in the pair must exceed threshold value dM,,. By rescaling At with , and the
expected seismic rate can be estimated as if the catalogue were complete.

Table 4 shows the geometric mean for parameter a+. We used the geometric mean because
the distribution of the a+ values is very skewed and long-tailed, due to the considerably
heterogeneous and clustered seismicity nature. Greece and Japan have the highest productivity
value; Italy and California are in the middle range, while NE Italy - western Slovenia has the
lowest values. We hypothesise that the threshold values of the features may be related to the
seismic rate. When the rate is higher, both the type A and type B clusters show higher values for
the features and, thus, higher thresholds while, conversely, a lower rate leads to lower thresholds
for both type A and type B clusters.
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Table 4 - Geometric mean of annual seismic rate a+.

Region Geometric mean a+
Greece 2.767282:10°
Italy 3.727444-10°
Japan 1.058114-10°
California 4.393627-10°
NE Italy - western Slovenia 3.128294-10°

While the relationship between the seismicity rate of the whole catalogue and, for example,
the cumulative radiated energy or the cumulative source area of the clusters is not obvious,
the a+ value in the whole catalogue can be more easily related to the number of events with a
magnitude larger than, or equal to, M _-2 in the clusters. The seismicity rate simply behaves the
same way in the whole catalogue and in the clusters, and regions with higher a+ values are also
those with a higher number of events with magnitude larger than, or equal to, M _-2 in both the
type A and type B clusters. As shown in Section 4.3, Japan and Italy are characterised by a higher
number of events with M > M -2 for the A type compared to NE Italy - western Slovenia. This
difference is also reflected in the threshold on N,, which only covers the first hours of the cluster
and is smaller for NE Italy - western Slovenia than for Italy; for Japan, the decision tree for N,
does not converge.

Understanding how differences in fault geometry, slip rates, and tectonic loading can influence
seismic patterns is essential for the future improvement of machine learning methods such as
NESTORE, which aims to forecast strong aftershocks in different tectonic settings. Trugman and
Ben-Zion (2023) conducted a comprehensive analysis of the productivity of earthquake sequences
in California and Nevada using a 40-year seismicity catalogue and nearest-neighbour clustering.
They showed that productivity variations are strongly related to geophysical parameters such
as heat flow, fault complexity, and deformation velocity. Highly productive sequences are found
in areas such as the Walker Lane, while lower productivity sequences are found along the San
Andreas fault. Using XGBoost and SHAP, they showed how these physical conditions influence
the clustering and triggering potential of earthquakes.

Their results provide a useful framework for interpreting the classification of type A and type
B clusters in NESTORE. Since high heat flow, high fault density, and high complexity are associated
with high productivity, these parameters could help explain why certain clusters evolve into type
A clusters while others remain type B.

Both Gentili and Di Giovambattista (2022) and Trugman and Ben-Zion (2023) use interpretable
machine learning approaches and focus on seismicity in California seismicity, showing potential
from the combination of seismic and geophysical features to improve NESTORE forecasts.

NESTORE is still under development and several studies are in progress, among which the
application to New Zealand (Caravella and Gentili, 2025) and the use of new features in improved
catalogues such as that of the Rapid Assessment of Moment and Energy Service, which also
includes the energy and seismic moment (Brondi et al., 2024). Furthermore, routine testing has
been conducted in Italy and in the NE Italy—western Slovenia region since 2021. The analysis is
based on the real-time version of the catalogues, which may have reduced accuracy in event
location and detection performance. Although the proposed results require validation on a
larger test set, they show performance levels consistent with those achieved during the testing
phase, confirming that NESTORE also performs well on unrevised catalogues.
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Newer performance assessments are planned where the best performance interval for
NESTORE, as shown in Fig. 2, is estimated not only in the predefined test set but by a k-fold
approach (Caravella and Gentili, 2025). This approach could be particularly important for the
NRT module, where NESTORE is applied to new clusters after training with both the old training
set and the old test set, while the window in which performances are considered optimal is
estimated based on the old test set only.
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Appendix: Online NRT software and web page on OGS data

The OGS automatic seismic monitoring system managed by its department Seismological
Research Centre (CRS) performs several real-time procedures as part of its 24/7 monitoring
activity, which includes localising events, estimating their magnitude, and forwarding warnings to
civil protection authorities. We integrated the NESTORE NRT module among these processes. To
support this functionality, a dedicated server has been set up to continuously monitor new events
that exceed the magnitude threshold and execute the NRT module. This module, like the rest of
the NESTORE codebase, is written in MATLAB. For our purpose, it is wrapped in a shell script that
handles the interaction with the Linux operating system. When an event is detected, the server
first evaluates whether the event fulfils conditions 1 and 2 for the NESTORE NRT analysis. If these
criteria are satisfied, the system automatically prepares the required environment (generating
input files and directory structures) and launches the NRT analysis in a temporary workspace
(see Fig. A1). NESTORE stores, as potential aftershocks, all events that occur within the six hours
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following the mainshock and within a radius that depends on Mm according to the window-
based law defined in the training and testing (see Section 3.2). If the magnitude of the strongest
aftershock is greater than, or equal to, M_-1, there are two possibilities:

1. if the magnitude is greater than M_, the aftershock becomes the new operative mainshock

and the procedure restarts;

2. if the magnitude is smaller than M_, the cluster is already classified as type A and no

further classification is performed.

This minor change to the original algorithm (the branch in point 1 was not present in the
original algorithm) was added taking into account the low threshold (M, =3.7) for the o-mainshock
in the region, to allow analysis even in cases where the mainshock is preceded by a small (e.g.
M, = 3.7 or similar) foreshock a few hours earlier.

If during the first six hours after the mainshock the aftershocks have magnitudes smaller
than M -1, the seismic features are analysed and the system calculates the probability that the
cluster is a type A based on prior machine learning training. The output includes the forecasted
cluster class, its probability, and the forecasting spatiotemporal window.

yes
Cluster
o-mainshock M, Max Already class
Aftershock A: useless
yes \_Ma=M,,? forecastin
'(;glr:gctj NESTORE starts Aftel\:sa;ock
i — R
Wait 6 hours
event Ma>M,,-17?
Ignored
Event
P(A)
evaluation

Fig. Al - Block diagram of the NRT algorithm.

Since the best results of the test phase in the region were obtained for a period of six hours
after the main o-mainshock, according to the NRT procedure, the NRT performance should only
be considered for six hours. In order to consider the possible future trainings on larger database,
which may show better results for longer time intervals, the procedure is performed for all the
intervals with training, i.e. 6, 12, and 18 hours after the o-mainshock. The o-mainshock is kept
unchanged for longer time intervals, to avoid confusion with the six-hour analysis.

Since alerts are typically received by the NESTORE server within a few minutes after the event
origin time, the automated pipeline is configured to wait for the minimum time window (six
hours) before querying the CRS server for the updated aftershock catalogue (if available). This
approach ensures that the analysis is based on the most up-to-date information (e.g. location,
magnitude), which may have been refined by an operator in the meantime, and allows the
system to deliver an informed classification (type A or B). The final output is published at https://
nestore.crs.ogs.it. The site is under development and is password protected. At present, the
algorithm has correctly processed two sequences in 2024 (see Fig. 5). On 12 January 2025 an M,
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3.9 event occurred close to the village of Raveo (Picozzi et al., 2025), followed by an event of
magnitude M, = 3.3 in the first six hours after the mainshock. According to the procedure shown
in the block diagram in Fig. A1, the cluster already resulted to be a type A cluster in the first six
hours, as the second event was not strong enough to become a new operative mainshock. The
cluster did not require any further forecasting and was therefore ignored.
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