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ABSTRACT	 In this research, an algorithm inspired by nature, i.e. the Improved Grey Wolf Optimiser 
(IGWO), is used in an iterative process to simultaneously estimate the optimal value of 
parameters related to simple geometric models (sphere, horizontal cylinder, and vertical 
cylinder) in a multi-objective problem. The variables of each model are the parameters 
of the amplitude coefficient (A), depth (z), shape factor (q), and position of the model 
centre (x). In this modelling, each of the wolves are a model having the dimensions of 
the numbers of the model parameters. This algorithm was verified in two stages. First, 
the accuracy of the algorithm was investigated for the gravity data generated from the 
artificial models of the sphere, horizontal cylinder, vertical cylinder, and a combination 
of different models in two states, i.e. with and without noise. The results show that 
the values of the parameters obtained with the IGWO are almost equal to the actual 
parameters. Also, by adding noise to the data, the results are satisfactory. In the next 
step, the real gravity data related to two abnormality profiles from Iran and America 
were used in this modelling. In this step, the comparison between the results of the 
IGWO algorithm and the results of previous studies indicated the proper performance 
of the proposed method. The inversion results obtained with the mentioned method 
show that the amplitude coefficient, depth, and shape factor of the salt dome located 
in America are respectively about -270.32 mGal×km2, 4.54 km, and 1.51, and of the salt 
dome located in Iran are -270.32 mGal×km2, 63.83 m, and 1.49. The advantage of IGWO 
inversion is that it has few parameters to adjust, it estimates the optimal value of the 
parameters quickly, and also converges with a nonlinear convergence coefficient without 
getting stuck in local minima.
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1. Introduction

Inverse problems in gravimetry mainly seek to acquire information on the structure inside the 
Earth through measurements performed on its surface. However, the main issue in solving such 
problems is given by the non-uniqueness of the answer of the same (Barbosa and Silva, 1994).

Due to limitations and weaknesses in measurements and analytical methods, there may be 
multiple acceptable models and hypotheses for a set of data, leading to different descriptions 
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of the Earth’s structure. In other words, it is not possible to provide a unique and definite model 
for the geological structure with absolute accuracy. For this reason, in such problems, the 
effort is directed towards finding the best-fitting model that aligns with the available data and 
optimally estimates the geological structure. This process may involve complex analytical and 
computational methods, accompanied by various assumptions and estimations.

Inverse problems are classified into the two categories of linear and nonlinear inverse problems. 
Nonlinear inverse problems include a nonlinear relationship between model parameters and 
observed values. Modelling geometrical parameters, such as depth and thickness, are mainly 
nonlinear. Interpretation of geophysical data, such as gravimetry data, seeks to obtain the 
geometrical parameters of gravity anomalies. This interpretation, which in fact consists in solving 
an inverse problem, is built on the basis of simple geometrical shapes (e.g. cylinders and spheres) 
due to their structural similarity to materials examined in exploratory studies. Simulating the 
structure of mineral masses, that generate gravity anomalies in a geometrical shape, requires 
field and geological survey. For these gravity models, simple formulae have been proposed to 
calculate gravity anomaly with a good approximation. These formulae are adjusted based on 
the shape and characteristics of mineral deposits and subsurface structures. They assist us in 
obtaining a more accurate estimation of areas with gravity anomalies.

In nonlinear inverse modelling problems, there is a direct connection with random sampling 
methods and Bayesian frameworks. Bayesian methods have wide applications in the field of 
geophysical inverse modelling. This stems from the fact that geophysical surveys are essentially 
conducted within the framework of prior information and assumptions, with the aim of updating 
and refining existing knowledge. Bayesian methods enable the combination of prior probabilistic 
information with data obtained from surveys, enabling for the updating and enhancement of the 
overall information set (Bosch, 1999; Calcagno et al., 2008; Rossi et al., 2015). 

Nonlinear inversion techniques can practically be divided into the two groups of local search 
techniques based on the information of target function gradient changes (steepest descent 
method, conjugate gradient, Levenberg–Marquardt method) and general search techniques 
(simulated annealing, genetic algorithms, particle swarm optimisation, ant colony) based on 
physical processes and phenomena present in nature (Snieder, 1998; Tarantola, 2005; Yuan et al., 
2009). An initial assumption, used in the local search techniques, is the same as the geometrical 
shape of some anomaly sources. The accuracy of the results depends on how close, in terms of 
shape, the assumed model is to the real structure.

Among these techniques, the least-square minimisation (Gupta, 1983; Abdelrahman et al., 
1991; Salem et al., 2003), Mellin transformation (Mohan et al., 1986; Babu et al., 1991), Fourier 
transformation (Odegard and Berg, 1965; Sharma and Geldart, 1968), Euler deconvolution 
(Thompson, 1982; Reid, 1990), and Werner deconvolution (Hartman et al., 1971; Kilty, 1983) 
techniques are worthy of mention. Moreover, techniques such as the analytical signal (Nandi 
et al., 1997), Walsh transformation (Shaw and Agarwal, 1990), and nonlinear least square 
minimisation (Abdelrahman and El-Araby, 1993; Abdelrahman and Sharafeldin, 1995a, 1995b; 
Abdelrahman et al., 2001; Essa, 2014) have also been proposed to estimate the factor of gravity 
anomaly source. 

Additionally, several computational methods for gravity data inversion have been proposed 
to estimate model parameters with varying levels of success (Li and Chouteau, 1998; Li and 
Oldenburg, 1998; Boulanger and Chouteau, 2001). A simple method, suggested by Essa (2007), 
uses the residual gravity anomalies along a profile to determine the depth and shape factor of 
simple geometric bodies. Another automated method is the least-square method, proposed 
by Asfahani and Tlas (2008). This method calculates the depth and amplitude coefficient. In 
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addition to these methods, Asfahani and Tlas (2012) developed the fair function minimisation 
procedure. Fedi (2007) proposed a method called depth from extreme points to interpret any 
potential field. Furthermore, the regularised inversion method was developed by Mehanee 
(2014).

General search techniques, such as neural networks and metaheuristic algorithms, have 
recently been used to obtain the general optimised answer or exit from the local optimal 
answer when solving geophysical inverse problems, e.g. to estimate the parameters of simple 
geometrical shapes. Some of these techniques include the teaching-learning-based optimisation 
algorithm, gravity and magnetic data interpretation (Eshaghzadeh and Hajian, 2020; Eshaghzadeh 
and Sahebari, 2020), the tuned particle swarm algorithm (Roshan and Singh, 2017), simulated 
annealing algorithm (Biswas, 2015), particle swarm algorithm (Essa and Elhussein, 2018), and 
whale algorithm (Vashisth et al., 2019). One of the most important features of metaheuristic 
algorithms is that they do not fall into the local minimum trap and have been claimed, by previous 
studies, to be more accurate than other algorithms. 

The Grey Wolf Optimiser (GWO) is a nature-inspired metaheuristic optimisation method 
used in various problems. The GWO algorithm is a swarm intelligence algorithm and has fewer 
parameters to adjust. Other sciences have proposed various types of GWO algorithm in recent 
years. Sulaiman et al. (2015) demonstrated the effectiveness of the GWO in reactive power 
dispatch problems. Kamboj (2016) used this algorithm to solve the economic dispatch problem. 
Song et al. (2015) used this algorithm for an inverse problem in surface waves and Agarwal et al. 
(2018) used it to optimise geophysical data in a thin dike.

Improved algorithms based on the GWO are also used to foster greater balance between 
exploitation and exploration seeking to prevent getting trapped in local optima and to 
increase the convergence speed (Muangkote et al., 2014; Al-Attar et al., 2015; Zhu et al., 
2015; Mittal et al., 2016; Chahar and Kumar, 2017; Heidari and Pahlavani, 2017; Jadhav and 
Gomathi, 2017).

The present study has used the Improved GWO (IGWO) to calculate the amplitude coefficient 
(A), depth (z), shape factor (q), and model centre position (x0) of the gravity anomaly source. 
The algorithm was validated using the vertical-cylinder, horizontal-cylinder, and sphere synthetic 
models as well as the compound model with and without noise. Moreover, two gravity anomaly 
profiles from Iran and the U.S.A. were used for inversion. In this study, modelling codes have 
been prepared with MATLAB software.

2. Theoretical basis

2.1. Forward modelling for synthetic data production

Gravity anomaly for sphere, infinitely long horizontal-cylinder, and semi-infinite vertical-
cylinder structures (Fig. 1) have been proposed as follows (Abdelrahman et al., 1989):

(1)

where m = 1 and A =  πGσR3 for the sphere, m = 1 and A = 2 πGσR2 for the horizontal cylinder, 
and m = 0 and A = 2 πGσR2 (R<<Z) for the vertical cylinder. The geometric shape factor (q) was 
1.5, 1, and 0.5 for the sphere, horizontal and vertical cylinders, respectively. A is the amplitude 
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coefficient, z indicates depth, G represents universal gravity, σ is density contrast, R is radius, and 
xi is the horizontal position coordinate of the buried structure.

Fig. 1 - Demonstration of the simple geometric structures (sphere and cylinders).

2.2. Grey Wolf Optimiser (GWO)

Proposed by Mirjalili et al. (2014), the GWO is a population-based metaheuristic algorithm 
inspired by the social behaviour of grey wolves in nature and their manner of hunting (Mirjalili 
et al., 2014).

The wolves are classified into the four groups of α, β, δ, and ω based on the social hierarchy. The 
α wolves are assumed to be the main drivers of the algorithm, while the β and δ wolves perform as 
the assistants of the alphas and the rest (omegas) are considered their followers. Collective hunting 
is among the wolves’ behaviours and comprises tracking on, surrounding, and attacking the prey.

2.2.1. Mathematical modelling of the GWO algorithm

Each grey wolf is first considered as a search agent and evaluated based on the value of the 
cost function which considers the best position (solution), such as α, β, and δ that are assumed 
to better inform of the potential prey’s location, while the other solutions are entitled omegas. 
Each ω wolf updates its position based on the position of the best search agents (α, β, and δ). 
Eqs. (2) to (7) are used to model the aforementioned:

(2)

(3)
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where X
→
  (t) is the position of grey wolf ω in the tth iteration (current state), and X

→
  α(t), X

→
  β(t), and 

X
→
  δ(t) are the position vectors of α, β, and δ in the tth iteration [Eqs. (2) and (3) are valid for a 

generic ω wolf].
Moreover,

(4)

(5)

(6)

where A
→
  and C

→
  are the coefficient vectors obtained from Eqs. (4) and (5), with r1 and r2 random 

vectors between [0, 1], and a, obtained from Eq. (6), where t represents the number of current 
iteration and tmax represents the maximum number of iterations, reduces linearly from two to 
zero given the number of iterations. 

The new position of each point is ultimately obtained from all three solutions and

(7)

where X
→
   (t+1) is the location variable in the next state. The next iteration takes place afterwards, 

which means that the new α, β, and δ are selected among all the population and the same 
process is repeated. After the final iteration, α is identified as the optimal point.

2.2.2. Exploration and exploitation

In the preying stage, the wolves separate from one another to explore the various points of 
the solution environment. The random vector A

→
   with a value of A >1 is used to mathematically 

model this process, and when A < 1, the wolves are converged towards the prey which helps 
establish a balance between exploration and exploitation. In this algorithm, half of the iterations 
are concerned with exploration and the other half are concerned with exploitation.

2.3. Improved Grey Wolf Optimiser (IGWO)

Considering the characteristics of geophysical inverse problems, the original GWO algorithm 
has been enhanced to ensure its effectiveness in geophysical inversion tasks. Firstly, an improved 
convergence factor has been introduced to better handle the nonlinear inverse problem. 
Secondly, the equations of the traditional location updating strategy, based on the differences 
in the fitness values of α, β, and δ, have been modified. This enhanced version of the GWO 
algorithm is referred to as IGWO.

Convergence factor a in the GWO algorithm varies linearly from 2 to 0. In this paper, for a 
better balance between exploration and exploitation, the equation for the convergence factor 
has been modified as follows:

.                                                        (8)
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In Eq. (8), the convergence factor a is described as an exponential change. In the original GWO 
algorithm, half of the iterations are allocated for exploration and the other half for exploitation. 
By using the modified convergence factor, a greater number of iterations are dedicated to 
exploration, which helps prevent local minima. With this type of nonlinear convergence factor, 
the percentages of iterations used for exploration and exploitation are approximately 60% and 
40%, respectively (Li et al., 2018).

In the GWO algorithm, the new position of each wolf is determined on the basis of the 
positions of the three wolves: α, β, and δ. Eq. (3) represents the new positions of wolf α [X

→
  1 (t)], 

wolf β [X
→
  2 (t)], and wolf δ [X

→
  3 (t)]. Other search agents (ω) update their positions based on the 

positions of the best search agents [Eq. (7)].
The drawback of this equation is that it treats the positions of the three main wolves, α, β, and 

δ, equally, as the new position of the ω wolf is derived from the average of these three wolves. 
This approach disregards the social hierarchy within the wolf pack. In the improved algorithm, 
the new position of the ω wolf is determined based on the superiority percentage of the three 
wolves according to the hierarchical pyramid. The new position of the ω wolf is calculated with 
a weight that corresponds to the hierarchy, giving a higher percentage to the α wolf and a lower 
percentage to the other two wolves:

(9)

In Eq. (9), Q(α), Q(β), and Q(δ) represent the cost function value for α, β, and δ in the tth iteration, 
respectively. Fig. 2 shows the flowchart of the IGWO algorithm.

3. IGWO algorithm implementation on gravity data

In this study, the feasibility of applying the IGWO algorithm in modelling nonlinear shapes 
of simple geometric forms using gravity data will be investigated. In the mentioned modelling, 
the unknowns of the problem are the parameters of amplitude coefficient (A), depth (z), shape 
factor (q), and the centre position of the body (x0). In other words, each model (wolf) represents 
the assumed parameters. In the IGWO algorithm, each grey wolf serves as a representative 
solution; thus, in this study, each grey wolf is essentially an n-dimensional vector representing n 
unknown parameters. For each grey wolf, the value of the objective function can be calculated 
as follows (Santos, 2010):

(10)

where go
i  is the observed gravity, gc

i  is the calculated gravity, and N is the number of gravity 
measurement points.

For this purpose, the two-dimensional gravity fields for these geometric shapes have been 
calculated. The obtained gravity fields, in the form of a gravity vector, are provided as input to 
the software. Inversion is performed using noise-free synthetic data and by adding 10% noise to 
recover the true parameters of the model. Initially, the ranges for the unknown parameters (A, z, 
q, x0) are introduced to the IGWO, and should include the assumed values for the initial model. 
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For modelling with the IGWO algorithm, 50 initial models are generated based on the specified 
range for parameters such as domain coefficient, depth, shape factor, and the centre position of 
the model.

In each iteration, the parameter values change and the gravity field for the new variables 
is calculated. The error between the calculated and observed gravity fields is determined. The 
minimum error, based on the objective function (equation), is set to 0.01 for stopping the 
iterations. The desired number of iterations for each program run is 300, during which the final 
values for each parameter are stored.

Fig. 2 - The flowchart of the IGWO algorithm.
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4. Method validation through synthetic models

4.1. Single-source models

The three sphere, vertical-cylinder, and horizontal-cylinder models were considered along a 
profile as long as 200 km with sampling distances of 1 km [so that the axes of all three models 
were placed in the origin (x0 = 0)] to evaluate the efficiency of the proposed method. The assumed 
variables in the aforementioned models were z = 20 km, A = 300 mGal×km2, and q = 1.5 for the 
sphere; z = 20 km, A = 300 mGal×km, and q = 1 for the horizontal cylinder; and z = 20 km, A = 300 
mGal×km, and q = 0.5 for the vertical cylinder.

Random 10 % noises were added to the data as per Eq. (11) to simulate natural conditions, 
where gobs(xi) is the noise corrupted synthetic data at xi and RND(i) is a pseudorandom number 
whose range is between 0 and 1:

(11)

Figs. 3 to 5 illustrate the observed and calculated anomalies with and without 10% noise for all three 
models mentioned above. The present study used the statistical criterion of root-mean-square error 
(RMSE) which indicates the difference between the observed gravity and the gravity calculated based 
on the estimation parameters so as to analyse the quality of the IGWO results. Tables 1 to 3 demonstrate 
the RMSE results for the sphere, horizontal-cylinder, and vertical-cylinder models, respectively.

Fig. 3 - The effect of observed gravity anomaly and gravity anomaly produced by IGWO inversion for the sphere model 
with a) no noise and b) 10% noise.

Table 1 - The parameters estimated by the IGWO for the sphere model.

	 Parameter	 Initial value	 Search range	 Without noise	 With noise (10%)

	 A (mGal×km2)	 300	 250 to 350	 316.41	 250.59

	 z (km)	 20	 10 to 30	 20.14	 20.80

	 q	 1.5	 0 to 2.5	 1.5	 1.45

	 x0 (km)	 0	 -5 to 5	 0.0042	 -0.22

	 RMSE (mGal)			   0.00003	 0.0494

(a) (b)
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Fig. 5 - The effect of observed gravity anomaly and gravity anomaly produced by IGWO inversion for the vertical-
cylinder model with a) no noise and b) 10% noise.

Fig. 4 - The effect of observed gravity anomaly and gravity anomaly produced by IGWO inversion for the horizontal-
cylinder model with a) no noise and b) 10% noise.

Table 2 - The parameters estimated by the IGWO for the horizontal-cylinder model.

	 Parameter	 Initial value	 Search range	 Without noise	 With noise (10%)

	 A (mGal×km)	 300	 250 to 350	 306.49	 250.02

	 z (km)	 20	 10 to 30	 20.08	 20.12

	 q	 1	 0 to 2	 1.003	 0.97

	 x0 (km)	 0	 -5 to 5	 -.0463	 -0.571

	 RMSE (mGal)			   0.0099	 1.034

In this study, the RMSE statistical criterion is used to compare the measured gravity field and 
the calculated gravity field obtained by the estimated parameters. The RMSE is obtained from Eq. 
(12), where g(xi) represents the observed gravity values and gc(xi) the calculated gravity values:

(a) (b)

(a) (b)
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Table 3 - The parameters estimated by the IGWO for the vertical-cylinder model.

	 Parameter	 Initial value	 Search range	 Without noise	 With noise (10%)

	 A (mGal×km)	 300	 250 to 350	 301.49	 257.30

	 z (km)	 20	 10 to 30	 20.07	 19.54

	 q	 0.5	 0 to 2	 0.50	 0.47

	 x0 (km)	 0	 -5 to 5	 0.0093	 1.246

	 RMSE (mGal)			   0.0616	 6.994

(12)

The error values between the gravity field values of the synthetic models and the gravity field 
values calculated from the optimised parameters obtained with the GWO algorithm (Figs. 3 to 5) 
are provided in Tables 1 to 3. The smaller the calculated error, the more it confirms the optimised 
parameters of shape factor, amplitude coefficient, and depth for the gravity anomaly, based on 
which the calculated gravity field is estimated.

Regarding the search range, metaheuristic algorithms have the ability to return the actual 
value with some error within any search range. For example, for the horizontal-cylinder model 
(with a larger search range), the obtained values do not differ significantly from the search range 
mentioned in this study. The search range considered in this study is based on previous similar 
studies.

Table 4 - The parameters estimated by the IGWO for the horizontal-cylinder model (with a larger search range).

	 Parameter	 Initial value	 Search range	 Without noise	 With noise (10%)

	 A (mGal×km)	 300	 -200 to 1000	 315.02	 282.87

	 z (km)	 20	 0 to 100	 20.035	 19.70

	 q	 1	 0 to 5	 1.008	 0.95

	 x0 (km)	 0	 -50 to 50	 0.33	 0.023

4.2. Composite model (three-source)

To perform a closer evaluation of the validity of the ICWO method, Fig. 6 indicates the gravity 
anomaly of a composite model encompassing all three sphere and horizontal- and vertical-cylinder 
models along a 100-kilometre profile with data sampling distances of 1 km. In this composite 
model, the vertical-cylinder model was considered the target anomaly source to examine and 
estimate parameters with an amplitude coefficient of 400 mGal×km at 5- and 40-kilometre 
depths of the origin, while the horizontal cylinder (z = 10 km, A = 800 mGal×km, situated 65 km of 
the origin) and sphere (z = 9 km, A = 3000 mGal×km2, situated 15 km of the origin) models were 
considered as false anomalies adjacent to the target anomaly. The following equation calculated 
the total gravity field:

(13)
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The proposed algorithms were implemented for a total anomaly without noise and with 7% 
noise (Figs. 7a and 8a). The IGWO algorithm was implemented on the target function with 30 
iterations and the obtained parameters were averaged. Table 5 reports the search range and 
estimated numerical results for the parameters of the vertical-cylinder model using IGWO 
inversion. Moreover, Figs. 7b and 8b show the convergence diagrams associated with the target 
function.

Fig. 6 - Total gravity anomaly generated by a vertical-
cylinder model (target anomaly) and the sphere 
and horizontal-cylinder models (interference agent 
anomalies).

Fig. 7 - The effect of total gravity anomaly observed (combination of sphere and vertical and horizontal cylinders) and 
calculated through IGWO inversion (red curve) without noise (a) and the convergence diagrams associated with the 
target function based on the number of iterations to obtain the best response using the IGWO (b).

5. Real data modelling

In this section, two real sets of gravity data from previously-studied salt domes were inverted 
through the IGWO, and the calculated parameters were compared to the results obtained 
from other methods in previous research. A search range was first determined for each 

(a) (b)
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model parameter. The depth range, amplitude coefficient, and shape factor parameters must 
be determined based on the real gravity field data, geological information of the region, and 
anomaly shape for real gravity data. The first 100 initial models were randomly considered for 
all gravity anomaly data. The salt domes presented negative gravity contrasts due to their lower 
density compared to the surrounding sites and, thus, appeared as negative anomalies on gravity 
maps.

5.1. The Humble salt dome

The Humble oil field salt dome is situated 2 km from Humble town, on the north coast of 
the Texas Gulf Coast in Kansas, U.S.A. (Fig. 9). The studied reservoir rock was a limestone and 
anhydrite formation from the Miocene, Oligocene, Eocene, and Pliocene periods. Oil traps were 
observed in both cap rock and slopes of the Humble salt dome.

One profile (AA’) was prepared in the NE-SW direction with a length of 4.8 km using Geosoft 
software whose numerical values were used as the input of the program. Datum collection 
was carried out on the AA’ profile in 24 points at 0.2-kilometre intervals. Fig. 11 illustrates the 
anomaly generated by this profile and the results of inverse modelling using the IGWO.

Table 6 shows the values obtained for the residual gravity anomaly with the method discussed 
above, where the depth to the centre of the model is 4.5 km and a geometric shape factor of 

Fig. 8 - The effect of total gravity anomaly observed with noise 7% (combination of sphere and vertical and horizontal 
cylinders) and calculated through IGWO inversion (red curve) without noise (a) and the convergence diagrams 
associated with the target function based on the number of iterations to obtain the best response using the IGWO (b).

Table 5 - Initial values and estimated numerical results for target anomaly parameters (vertical-cylinder model) using 
the IGWO without noise and with 7% noise.

	 Parameter	 Initial value	 Search range	 Without noise	 With noise (7%)

	 A (mGal×km)	 400	 350 to 450	 380.01	 350.03

	 z (km)	 5	 2 to 8	 5.06	 5.2

	 q	 0.5	 0 to 2	 0.48	 0.46

	 x0 (km)	 40	 20 to 60	 40.33	 40.67

	 Cost function (q)			   0.096	 0.145

(a) (b)
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1.52 was obtained. The sphere model was, thus, revealed to be the best model to simulate 
this anomaly. Several approaches have been employed by different researchers to determine 
the parameters of the Humble salt dome, as summarised in Table 6. These include the three 
least-squares minimisation technique (Abdelrahman et al., 2001), the simple formula method 
(Salem et al., 2003), a versatile nonlinear inversion approach (Tlas et al., 2005), the regularised 
inversion method (Mehanee, 2014), very fast simulated annealing global optimisation (Biswas, 
2015), and the fair function minimisation technique (Asfahani and Tlas, 2012). The depth 
estimated in the present study using the IGWO method is 4.5 km, which shows good agreement 
with previously reported values of 5.58 km by Asfahani and Tlas (2012) and 5.59 km by Tlas et 
al. (2005).

Fig. 9 - Geographical location 
of the Humble salt dome.

Fig. 10 - The Humble salt 
dome residual gravity field 
(the location of profile AA’ is 
marked on the anomaly).
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5.2. The Aji Chay salt dome

The Aji Chay salt dome is situated in north-western Iran. This region contains sandstone, 
conglomerate and marl deposits as well as evaporite sediments that have undergone severe 
erosion due to loose facies. The salt domes in this region are often shallow and contain potash 
alloy. Fig. 13 shows the Bouguer gravity anomaly after gravity corrections. Fig. 14 illustrates the 
residual gravity anomaly after quadratic trendline elimination. Fig. 14 shows the BB’ profile in 
the E-W direction at a length of 84 m. Data collection was carried out along the profile at 2-metre 
distances. Fig. 15 shows the anomaly generated by profile BB’ and the inverse modelling results 
obtained using the IGWO. Table 7 provides the results obtained by implementing the method 
discussed above with the residual gravity anomaly where the depth to the centre of the model 
was 63.38 m and a geometric shape factor of 1.49 was obtained, which was consistent with the 
results of a report by the National Geological and Mineral Exploration Organisation (Razavi and 
Jafari, 2008) which seeked to estimate the depth, range, and shape of the Aji Chay salt dome 
(Table 7).

Fig. 11 - The effect of the gravity anomaly generated by profile AA’ (black circles) and the effects calculated from 
the IGWO inversion (red curve) (a) and the convergence diagrams associated with the target function based on the 
number of iterations to obtain the best response using the IGWO for the Humble salt dome (b).

Table 6 - Estimated parameters of the Humble salt dome, U.S.A.

	 Model parameters	 A (mGal×km2)	 z (km)	 q	 x0 (km)

	 Search range	 -500 - 0	 0 - 30	 0 - 2	 -5 - 5

	 Abdelrahman et al. (2001a)	 -258.1	 4.96	 1.42	 ---

	 Salem et al. (2003)	 ----	 5.15	 ---	 ---

	 Tlas et al. (2005)	 -283.14	 4.59	 1.47	 0.01

	 Afshani and Tlas (2012)	 -279.81	 4.58	 1.48	 ---

	 Mehanee (2014)	 -292.54	 4.62	 1.5	 ---

	 Biswas (2015)	 -275.6	 4.4	 1.5	 0.07

	 Present method (IGWO)	 -270.32	 4.54	 1.51	 -0.05
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Fig. 12 - The Aji Chay geological map (the gravity datum collection area is marked with a white rectangle).

Fig. 13 - The Bouguer gravity anomaly of the Aji Chay region.
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Fig. 15 - The effect of the gravity anomaly generated by profile BB’ (black circles) and the effects calculated from 
the IGWO inversion (red curve) (a) and the convergence diagrams associated with the target function based on the 
number of iterations to obtain the best response using the IGWO for the Aji Chay salt dome (b).

Fig. 14 - The Aji Chay salt dome residual gravity field (the location of profile BB’ is marked on the anomaly).

Table 7 - Estimated parameters of the Aji Chay salt dome, Iran.

	 Model parameters	 A (mGal×km2)	 z (km)	 q	 x0 (km)

	 Search range	 -500 - 0	 0 - 60	 0 - 2	 -5 - 5

	 Present method (IGWO)	 -331.62	 63.38	 1.49	 -0.12

	 Pourreza and Hajizadeh (2019)	 ---	 65	 1.5	 ---

(a) (b)
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6. Discussion and conclusions

The present study used the GWO algorithm, a nature-based swarm algorithm, to interpret 
the residual gravity data generated by simple geometrical shapes with and without noise and 
employed real gravity anomaly to estimate the parameters of amplitude coefficient, depth, 
shape factor, and the centre position of gravity anomalies. The synthetic models of the sphere 
and horizontal and vertical cylinder were investigated, and the IGWO managed to estimate the 
unknown parameters of the model with good accuracy (Tables 1 to 3). As demonstrated, the 
RMSE assessed between the initial and the estimated gravity anomaly parameters was 0.00003 
mGal, 0.0099 mGal, and 0.616 mGal without noise, and 0.0499 mGal, 1.034 mGal, and 6.994 mGal 
with a 10% noise for the sphere, horizontal-cylinder, and vertical-cylinder models, respectively, 
all of which are insignificant amounts indicating the excellent responses yielded by the IGWO. 

The other synthetic model investigated in the present study was a composite model 
encompassing a vertical cylinder at a low depth as the target anomaly and the two sphere and 
horizontal-cylinder models as interfering anomalies, where the calculated parameters indicated 
acceptable error compared to the initially assumed values for the vertical-cylinder model and 
strong and acceptable results were obtained (Table 5). As observed, the algorithm became 
convergent after the 68th iteration, and the value of the target function reached 0.096 without 
noise and 0.145 with a 7% noise in the 38th iteration (Figs. 7 and 8). 

The IGWO was also used to invert two real gravity profiles, where the estimated parameters 
were calculated to be close to the results of previous studies, thus, indicating the proper 
performance of the algorithm (Tables 6 and 7). As Figs. 11b and 15b show, the value of the target 
function reached 0.011 in the final iteration for the Humble salt dome and 0.023 for the Aji Chay 
salt dome.

In general, the advantages of using the IGWO algorithm as an intelligent optimisation tool in 
modelling are that this method:

-	 by limiting the search space, improves the issue of non-uniqueness in the results and 
converges quickly without getting stuck in a local minimum;

-	 returns the initial assumed values to the real value of the parameter, which is very 
favourable in geophysical explorations;

-	 estimates all unknown parameters simultaneously with good accuracy and does not need 
to calculate the derivative;

-	 presents a processing time that is extremely low and has few parameters to adjust in 
comparison to other algorithms.

Finally, according to the mentioned advantages, it is recommended to use this method in 
solving various problems related to the interpretation of geophysical data. These include real 
data as well as exploration projects where there are several sources with distance.
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