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ABSTRACT Seismic inversion holds significant potential for providing crucial lithostratigraphic 
information in hydrocarbon reservoir characterisation and in identifying new traps. 
However, one of the major challenges in achieving reliable reservoir models in Algeria 
stems from the inherent uncertainties associated with seismic inversion algorithms and 
the non-linear relationship between petrophysical measurements. Due to their usefulness, 
several Artificial Neural Network algorithms have been developed and employed for 
seismic inversion and reservoir characterisation in the last few years. Nevertheless, only 
few researchers have addressed this issue in terms of optimisation of Multilayer Feed-
Forward Neural Network (MLFN) architecture. In this case study, the use of an MLFN to 
address these challenges is proposed. The primary contribution of this research lies in 
the optimisation of the MLFN architecture based on trial and error procedures. The goal 
is to ensure that the computational demands are manageable within the constraints of 
available computing resources and that the process is time-efficient for geo-modellers. 
This practical approach is particularly valuable when applied at the reservoir scale. MLFN 
supervised training is conducted using logging data, where measured log curves serve 
as inputs, and core porosity, obtained from laboratory analysis, serves as target output. 
Moreover, coloured inversion is employed to generate a 3D seismic acoustic impedance 
cube, which, in turn, serves as input for a model-based inversion method designed to 
calculate porosity volume using the trained network. Furthermore, the usefulness of the 
resulting density cube is demonstrated through the correlation with density logs and 
core density values at wells 1, 2, and 3. Thence, the obtained correlation ranges validate 
the reliability of the obtained porosity volume in enhancing the characterisation of the 
targeted reservoir within the Algerian Saharan field.
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1. Introduction

Today, the discovery and study of stratigraphic traps is not only one of the primary challenges 
faced by geophysicists but also a task that necessitates high-quality processed seismic data. 
Although seismic inversion has been a valuable tool for obtaining lithological and stratigraphic 
information for reservoir characterisation (Pendrel, 2006; Doghmane et al., 2019; Djezzar et 
al., 2020), it introduces complex computational difficulties when solving the inverse problem 
(Tarantola, 2005). These challenges include the non-existence and non-uniqueness of solutions, as 
well as the instability of the algorithms employed (Poulton, 2001; Boualam and Djezzar, 2023). To 
address these issues, artificial intelligence algorithms, such as Artificial Neural Networks (ANNs), 
more precisely the Multilayer Feed-Forward Neural Network (MLFN) technique, have emerged 
as potential solutions. However, the application of the MLFN technique, on a seismic scale, faces 
limitations due to computational demands stemming from the vast amount of seismic data. 
Therefore, the optimisation of MLFN architecture becomes crucial from a practical standpoint.

In this paper, a 3D seismic inverted impedance cube is leveraged to predict porosity, by 
using a trained MLFN algorithm with an optimised architecture (Liu and Li, 2004; Elkatatny 
et al., 2018). The application of this method to a hydrocarbon field in southern Algeria 
demonstrates the algorithm effectiveness compared to techniques that rely exclusively on 
seismic inversion and cross-plots (Eladj et al., 2022a, 2022b; Ouadi et al., 2022). Furthermore, 
the model obtained is potentially suitable for applications in hydrocarbon reserve estimation, 
permeability prediction, recovery factor calculation, and reservoir monitoring (Bhatt and Helle, 
2002; Barati-Harooni et al., 2016; Singh S. et al., 2016). Initially, a coloured inversion approach 
was conducted to generate the acoustic impedance cube (Hampson et al., 2005; Al-Shuhail et 
al., 2017). The purpose of such acoustic impedance cube is to serve as an external attribute to 
facilitate the generation of a porosity volume using the MLFN algorithm. The principle of the 
feed-forward algorithm involves the propagation of errors occurring at neurons, through their 
synapses, and at interconnected neurons (Ahmadi et al., 2014; Naeem et al., 2015). During the 
training phase, the gradient of the error undergoes iterative recalculations, on the basis of the 
dominant synaptic weights that have significantly contributed to the previously computed error 
(Cherana et al., 2022a, 2022b).

The algorithm performance hinges on its optimised architectural elements, namely the 
number of hidden layers (HLN) in the neural network, the number of total iterations (TIN), and 
the conjugate-gradient iteration number (CGIN), which will be the main contribution of this 
study. While the use of ANNs for seismic inversion is not entirely novel, this study focuses on 
the optimisation of MLFN architecture to address specific challenges related to computational 
efficiency and practical applicability. This approach aims to make MLFN-based porosity prediction 
more accessible and efficient, especially on a reservoir scale. Furthermore, the application of this 
study, within the Algerian Saharan petroleum field context, adds value to existing literature. The 
geological and geophysical characteristics of this region pose unique challenges. The manuscript 
follows a structured format: in the second section, the proposed MLFN and its architecture 
optimisation is detailed through trial and error procedures, so as to apply it to the acoustic 
impedance volume (Yilmaz and Doherty, 2001; Elkatatny et al., 2018; Eladj et al., 2020; Laalam 
et al., 2022a). The third section presents the results fixed by parameter optimisation, which 
are, then, used to generate the density volume for the studied field. Section four tests the 
trained MLFN algorithm by comparing log porosities, from three wells, with the porosity cube 
values, ultimately improving porosity prediction in an underexplored Saharan oil field (Bhatt and 
Helle, 2002; Singh Y. et al., 2016). This manuscript ends with conclusions on the utility of the 
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constructed model, the effectiveness of the demonstrated approach, and recommendations for 
further case studies.

2. The MLFN algorithm

An MLFN is a type of artificial neural network consisting of multiple layers of interconnected 
neurons, each of which connected to every neuron in the adjacent layers. This architecture is 
often used for various machine learning tasks, including regression and classification problems. 
In this study, it is used for regression to predict porosities based on logging data. The MLFN has 
three main layers:

• the input layer: this layer contains neurons that correspond to the input features, which, 
in this study, are those extracted from logging data, such as GR (gamma ray), DTS (shear 
slowness), Cal (caliper), DT (sonic slowness), RHOB (density), and NPHI (neutron porosity) 
(Fig. 1);

• the hidden layers: these layers contain one or more neurons and are responsible for 
learning complex patterns and relationships within the data. The HLN and neurons in 
each layer are determined during the network design phase, which will be discussed and 
optimised in section three;

• the output layer: this layer contains a single neuron containing porosity values from core 
data.

Fig. 1 - Optimised architecture of the MLFN algorithm.
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Each neuron in the network computes a weighted sum of its inputs, applies an activation 
function, and passes the result on to the next layer. The computation for the j-th neuron, in layer 
k (where k > 1), is expressed with:

(1)

(2)

where zj
(k) is the weighted sum of outputs to neuron j in layer k; wij

(k) is the weight of the 
connection between neuron i in layer k-1, and neuron j in layer k; ai

(k-1) is the output (activation) 
of neuron i in layer k-1; bj

(k) is the bias term for neuron j in layer k; f(.) is the activation function, 
which introduces non-linearity into the trained model.

Common activation functions used in the MLFN include the Sigmoid, Hyperbolic Tangent 
(Tanh) and Rectified Linear Unit (ReLU). In this study, a Tanh has been used in order to avoid the 
overfitting phenomenon during the training phase. Training the MLFN involves the adjustment 
of the neuron weights and biases to minimise the difference between the predicted porosity 
data and the core porosity data. This is performed by using the backpropagation optimisation 
algorithm. The objective function to minimise during training is the mean-square error (MSE), 
which is expressed with:

(3)

where E(w) is the MSE; N is the number of training samples; yi is the actual porosity value obtained 
from core data for the i-th sample; y�i is the predicted porosity value for the i-th sample; w is the 
weight and bias in the MLFN. The approach is a commonly used algorithm for updating weights 
and biases to minimise error (Eq. 3). It calculates the error gradient related to weights and 
biases, and adjusts them by using the gradient descent optimisation method. Mathematically, 
the weight update for the j-th neuron, in layer k, is given by:

(4)

where α is the learning rate, a hyper parameter that controls the step size during optimisation, 
and  is the error gradient related to the weight. This process iterates until the error converges

until a minimum, or specified, stopping criterion is met. The MLFN is trained using logging 
data (Laalam et al., 2022b), and once trained, it can predict seismic data based on the features 
extracted from new seismic data. Nevertheless, the architecture, number of layers, number of 
neurons per layer and activation functions, should be carefully chosen and optimised on the 
basis of the seismic data characteristics.

The seismic data employed in this study (Fig. 2), serve as a fundamental data set encompassing 
critical acoustic velocity information, including VP and VS. These velocity attributes are crucial for 
a better understanding of the subsurface geological structures and fluid properties. To enhance 
our seismic analysis, we employed the Aki-Richards approximation to meticulously extract a 
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high-quality wavelet, as visually represented in Fig. 3. This wavelet acts as a fundamental building 
block for seismic processing, enabling the accurate characterisation of subsurface features. An 
example of a cube resulting from seismic processing is illustrated in Fig. 4, where the acoustic 
impedance volume is presented. This volume is the product of a convolution process that involves 
the seismic cube and the extracted wavelet, as described by:

(5)

Acoustic impedance volume, a critical component of this study, provides valuable insights into 
the subsurface, thus aiding in the interpretation of lithological boundaries, reservoir properties, 
and potential hydrocarbon accumulations.

Fig. 3 - Extracted wavelet for convolution process 
use.

Fig. 2 - Seismic cube of the field, with the four 
selected wells studied in this paper.
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Data from wells 1, 2, and 3 have been used to establish correlations with the acoustic 
impedance volume obtained from well logs, on a reservoir scale. Through iterative adjustments 
of the wavelet extraction window, spanning horizons H1, H3, H4, H5, and H6, we sought to enhance 
the correlation ratio. After several iterations, Fig. 5 demonstrates the attainment of an acceptable 
correlation ratio.

Fig. 5 - Correlation between the inverted cube and log data in a trace passing by wells 1 and 2.

Fig. 4 - The resulting acoustic impedance cube.

The design of the MLFN algorithm architecture is a crucial and essential step to enhance the 
algorithm predictive performance. As mentioned in section two, the MLFN consists of three types 
of layers: 1) an input layer, 2) hidden layers, and 3) an output layer (Fig. 1). Its primary function 
is to model unknown relationships and predict outputs based on desired targets, specifically for 
supervised learning (Bhatt and Helle, 2002; Doghmane et al., 2022).
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3. MLFN architecture optimisation

The first step in optimising algorithm parameters involves determining the optimal number of 
neurons in the hidden layer. The second step entails finding the optimal CGIN. The third step consists 
in determining the optimal TIN (Lashin and El Din, 2013). The CGIN is a parameter in optimisation 
algorithms, such as the conjugate gradient method, which determines the number of steps required 
by the algorithm to converge to a minimum. A higher CGIN may improve precision; however, it 
also increases computational costs. The TIN refers to the overall number of optimisation steps 
taken during the training process. The TIN encompasses all iterations, including those performed 
by various optimisation algorithms. The difference between the CGIN and TIN lies in the fact that 
the CGIN specifically pertains to the iterations of the conjugate gradient method, while the TIN 
considers the cumulative iterations from all optimisation steps employed during MLFN training. 
The methodology employed to obtain these parameters is to vary only one parameter at a time 
until a satisfactory correlation is achieved. Parameter variation is based on experiments and tests 
previously conducted for the same studied field. For MLFN training, data from three wells have 
been used, including GR (in API), Cal (in inches), DTS (in μs/ft), PT (in μs/ft), RHOB (in g/cm3), and 
NPHI. Well 3 has been dedicated to validation, while well 4 is dedicated to testing and generalisation 
(Ahmadi et al., 2014). The architecture of the MLFN algorithm (Fig. 1) comprises an input layer 
containing vectors of logging data, namely GR, DTs, Cal, DT, RHOB, and NPHI (Boualam et al., 2020). 
Hidden layers consist of an unknown number of neurons, with one output layer containing core 
porosity, as the target output in this step (Elkatatny et al., 2018). The optimisation step is essential 
as the trained algorithm will be used to generate the porosity volume, a computationally intensive 
task that surpassed the processing capacity of a standard workstation in the studied field.

In the initial step, the TIN was set to 15 and the CGIN was fixed at 120. The choice of these 
values is based on many experiences and scenarios run in a systematic way. Then, the HLN was 
varied within the range of 20 to 100. For each network configuration, the relevant validation error 
was calculated. As shown in Table 1, noteworthy of mention is the optimal network configuration 
that is found in row four, where the validation correlation value reaches 0.38, complemented 
by a strong training correlation value of 0.91. The number 94 was chosen as the optimal HLN 
in place of 80, as, although its maximum training correlation reached 0.93, it did not yield a 
satisfactory correlation value in the validation step.

Table 1 - HLN optimisation.

 
HLN TIN CGIN

 Training 
Correlation	 Validation	error	(%)	 Correlation

 
	 	 	 	 error	(%)

 20 15 120 6.12 0.78 10.15 0.24

 50 15 120 5.72 0.87 10.88 0.15

 80 15 120 4.30 0.93 11.97 0.22

 94 15 120 5.21 0.91 11.17 0.38

 100 15 120 5.60 0.89 12.24 0.31

The HLN is fixed at 94 for the remainder of the study. In the second step, with the HLN set to 
94, the TIN was adjusted to 15; the choice of this value is based on previous scenarios run in a 
systematic way. Then, the CGIN was varied from 80 to 130 with an increment of 10, as presented 
in Table 2.
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As shown in Table 2, the optimal network configuration, that maximises both training and 
validation correlations, was simultaneously found in row four, with the CGIN optimised to 120. 
This value will remain fixed for the remainder of the study.

The last step in the architecture optimisation phase involves determining the TIN. In this step, 
the CGIN was kept fixed at 120 and the HLN at 94, while the TIN changed. Table 3 summarises the 
most important results obtained. As indicated in the table, the optimal network configuration, 
where validation correlation was maximised while maintaining good training correlation, was 
found in row three with the optimised TIN set to 15.

Table 2 - CGIN optimisation.

 
CGIN TIN HLN 

Training 
Correlation	 Validation	error	(%)	 Correlation 	 	 	 	 error	(%)

 80 15 94 3.84 0.89 12.35 0.28

 90 15 94 4.33 0.83 12.89 0.23

 100 15 94 4.82 0.88 13.92 0.15

 120 15 94 5.21 0.91 11.17 0.38

 130 15 94 5.28 0.89 13.57 012

Table 3 - TIN optimisation.

 
TIN CGIN HLN 

Training 
Correlation	 Validation	error	(%)	 Correlation 	 	 	 	 error	(%)

 10 120 94 5.43 0.82 12.25 0.19

 12 120 94 5.13 0.9 13.20 0.17

 15 120 94 5.21 0.91 11.17 0.38

 18 120 94 5.25 0.89 14.23 0.15

 20 120 94 4.10 0.92 14.60 0.08

Based on the minimum prediction error and correlation coefficient, the optimal configuration 
of the MLFN, can be selected to achieve the best correlation between the predicted values and 
the actual values of the core porosity (Ouadfeul et al., 2011). The test parameters performed 
during the training phase enabled to predict the actual porosity values using the attributes 
of the logging input curves from the three wells (Lashin and El Din, 2013; Hatampour et al., 
2016). By using the values in Table 4, a stronger correlation, between the calculated porosity 
and the porosity logs, can be achieved within an acceptable time frame and without requiring 
high computational capacities of the workstation (Ahmadi et al., 2014; Naeem et al., 2015); 
therefore, this can be considered for big seismic data training.

Table 4 - Parameters of the optimal MLFN architecture used for seismic data.

 HLN 94

 TIN 15

 CGIN 120
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4. Algorithm testing using seismic data

Seismic attributes are used as inputs for the trained MLFN algorithm, and the extracted 
seismic trace corresponds to the trace nearest to the wells in the 3D seismic volume. The acoustic 
impedance trace (Fig. 6) corresponds to the closest points to wells 1, 2, and 3, respectively, and 
it is obtained using the 3D inversion volume. To determine the optimal operator length for a 
maximum of 10 attributes, the operator length was varied from 2 to 10 with a step of 2. Fig. 7 
illustrates the variation in prediction error as a function of the number of attributes with a fixed 
operator length.

Fig. 7 - Variation of the prediction error as a function of the number of attributes and input operator length.

Fig. 6 - Input data used for calculating attributes.
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The final results of these tests, aiming to find the best combination of the three optimisation 
parameters, provided the suitable parameters for the MLFN (Eladj et al., 2022c). These three 
parameters resulted in the highest correlation between the predicted values and the actual 
values of the log porosity, thereby minimising the prediction error. With the values in Table 4, 
an acceptable correlation was achieved between the calculated logs and the actual porosity 
logs recorded at wells 1, 2, and 3. This indicates that the trained neural network can predict 
real porosity values in a significant manner, by using the three attributes presented as inputs. 
Fig. 8 illustrates the correlation results between the MLFN, in its optimised architecture, and 
the log porosities of the wells. Furthermore, it is worth noting that these findings have practical 
implications for reservoir characterisation and exploration in the Algerian Saharan field. The 
accurate prediction of porosity, with a high correlation rate of 0.91 during training at well 1 
and 2 levels, and minimal errors of only 5.21%, offer substantial advantages. This positive 
prediction enhances the ability of the authors to understand and model the target reservoir, 
thus leading to hydrocarbon extraction strategies, which are possibly more efficient and cost-
effective. The trained MLFN algorithm, with its optimised architecture, can play a crucial role 
in reservoir management, hydrocarbon reserves estimation, and production optimisation. 
Moreover, the successful application of artificial intelligence techniques in the geophysical 
domain demonstrates the potential for further advancements in the field of seismic data analysis 
and reservoir characterisation.

Fig. 8 - Training and validation of porosity results for wells 1, 2, and 3.

Validation was conducted at well 3, resulting in an average validation correlation of 0.68, with 
an error of 11.17%. To generalise the trained MLFN algorithm for the entire field, it was essential 
to test its predictive capabilities on wells located further from the training wells. For this purpose, 
well 4, which is relatively distant from wells 1, 2, and 3, was selected (Eladj et al., 2022d). Fig. 9 
shows a comparison between the estimated porosity curve and the one measured. Remarkably, 
the MLFN demonstrated a reasonable level of accuracy in predicting this petrophysical parameter, 
even for a well situated far from the training wells. The testing correlation rate for well 4 was 
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found to be 0.54, with an error of 13.52%. It is important to observe that the correlation rate 
tends to decrease as the distance between the tested well and the training wells increases. This 
distance is conventionally referred to as the algorithm validation diameter.

Fig. 9 - Testing of porosity prediction results for well 4.

5. Porosity prediction

After configuring the network parameters for the MLFN algorithm, the latter underwent 
training, validation, and testing using porosity logs and cores from wells 1, 2, 3, and 4. With 
this acceptable validation and testing, the process can now be applied to the entire seismic 
volume, by using the acoustic impedance cube generated through the seismic inversion and up-
scaling process adapted for the trained MLFN algorithm (Hampson et al., 2005; Eladj et al., 2020; 
Berrehal et al., 2022). The results obtained from validation and testing have enabled the authors 
to extend the MLFN to cover the entire region, with the output being the porosity cube. Fig. 10 

Fig. 10 - Cross line from the generated porosity cube.
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displays an intersection of Inline and Xline profiles passing through the studied wells. A porosity 
map was, then, generated from the resulting cube, as shown in Fig. 11.

The porosity map in Fig. 11 represents a time slice at reservoir level and serves as a valuable 
guide for hydrocarbon estimation (Singh S. et al., 2016; Son et al., 2016), reservoir model 
construction and monitoring. It provides geo-modellers with a more precise reservoir evaluation 
tool, thus eliminating the need for porosity inter-correlations between wells (Barati-Harooni et 
al., 2016; Doghmane et al., 2019). Furthermore, the obtained porosity map has been successfully 
correlated with three wells and tested in one, making it particularly advantageous in cases where 
core data, from ongoing wells, is unavailable. This map can aid in optimising the number of 
future wells to be drilled in this under-explored Algerian field.

6. Conclusions

The optimisation of MLFN has enabled the creation of a reliable porosity volume for the 
studied hydrocarbon field. Despite training the network with data from only two wells, using one 
well for validation and another for generalisation, the estimated porosity from seismic inversion 
data yielded satisfactory results. It is important to acknowledge that training the network with a 
limited number of wells might not capture all reservoir heterogeneities, yet it provided reasonably 
accurate predictions of porosity. This model offers a valuable overview of horizontal variations 
in petrophysical parameters and assists reservoir engineers in gaining a deeper understanding 
of the studied reservoir. The optimisation process improved the efficiency of the trained MLFN 
algorithm significantly, resulting in acceptable computation times and resource usage. Thence, 
the limitations associated with coloured inversion have been effectively addressed. Furthermore, 
the application of this model has the potential to reduce exploration risks and uncertainties in 
reserve evaluations by considering the entire volume rather than relying on a single value for 
each reservoir bed. To further enhance the quality of the results, incorporating data from newly 
drilled wells into the training phase can improve network accuracy and expand the validation 
radius of the algorithm.

Fig. 11 - Porosity time slice of the targeted reservoir generated from the MLFN porosity estimated cube.
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