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ABSTRACT	 To improve the resolution of ground penetrating radar (GPR) signals, the Compensated 
Time-Reversal (CTR) method is applied, especially in lossy media, where the conventional 
time reversal method has the negative effect of dispersion and loss in the propagation 
medium. To create the CTR method, Time-Reversal (TR) processing combined with 
attenuation compensation based on continuous wavelet transform is applied. The 
application of both the TR and CTR methods to synthetic data showed a significant 
improvement of the radargram resolution, effectively differentiating anomalies within 
a low-loss medium, especially when the latter approach was implemented. To test the 
method in a real-world situation, a forensic GPR investigation was carried out to detect 
the body of a climber buried by a snow avalanche in the Karkas Mountains, Natanz, Iran. 
Both the TR and CTR methods successfully located the body, but the CTR method provided 
better definition of both the body and nearby reflectors related to the subsurface features 
like specific layers of snow. These results demonstrate that the CTR application is efficient 
at enhancing the spatial resolution of GPR radargrams and proves to have substantial 
promise as a GPR processing technique, although the method is relatively time consuming.
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1. Introduction

Ground Penetrating Radar (GPR) is a robust and widely applicable method in near surface 
engineering. This technique is generally used to non-destructively detect concealed concrete, 
metallic, and plastic targets such as tubes, drums, and pipes (Ebrahimy et al., 2012; Ghanbari 
and Hafizi, 2016; Sun et al., 2019). Further, it can also be used to implement efficient surveys 
of forensic geophysics in diverse conditions, including the detection of buried bodies (Forbes et 
al., 2013; Barone and Maggio, 2018, 2019). Traditional GPR data processing techniques, which 
typically follow procedures used in electromagnetic (EM) and seismic data processing, do not 
always yield good results in improving the resolution of radargrams and suppressing noise. 
The issue occurs due to ground clutter, ground losses, and geological anomalies, that regularly 
obscure the target response (Ebrahimi et al., 2017; Jazayeri et al., 2017; Santos and Teixeira, 2017). 
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Technically speaking, the signal behaviour can vary according to the individual environments 
surveyed; factors like humidity and compactness of subsurface layers can surprisingly affect the 
shape of the reflected signal.

As a result, advanced methods of signal processing are required. The microwave imaging 
method (introduced to detect and localise objects) combined with the Time-Reversal (TR) 
technique (Fink et al., 2000) has shown promise. The TR technique is based on the invariance 
of Maxwell’s equations with respect to time, in that there is a time reversed wave that back 
propagates into the medium and automatically focuses on reflective targets and anomalies. This 
technique is well-defined in lossless and approximately low-loss media; it was initially applied 
to acoustics (Fink et al., 1989; Fink, 1992), followed by non-destructive testing (Liu et al., 2014), 
sound quality enhancement (Lin and Too, 2014), atmospheric studies (Mora et al., 2012), and 
subsurface geophysics (Artman et al., 2010; Yavuz et al., 2014; Chen et al., 2016; Santos and 
Texeira, 2017; Bradford et al., 2018).

From a practical point of view, TR achieves super-resolution by utilising multipath wave 
propagation in the medium (Fouda et al., 2012). Nevertheless, if invariance of the wave equations 
is broken in a dispersive medium, the TR microwave imaging technique is impacted by losses 
(Yavuz and Teixeira, 2005). The additional phase shift, caused by dispersion, can be compensated 
by the TR process itself (Yavuz and Teixeira, 2006). However, the attenuation, which influences the 
signals in the forward and backward propagation steps, is not rectified, and ultimately reduces 
the focusing localisation resolution. Therefore, although TR imaging can enhance the radargram 
resolution, especially in lossy media, there is a negative effect of dispersion and loss in the 
propagation medium. The earliest work on the compensation of this attenuation used the Short-
Time Fourier Transform method, which takes frequency dependency into account to improve 
the resolution (Yavuz and Teixeira, 2006). More recently, continuous wavelet transformation has 
been applied to tackle the invariance degradation of the wave equations, caused by attenuation. 
This was performed by utilising an inverse filter in the wavelet domain to enhance the focusing 
resolution; this algorithm was successfully applied to the localisation of lung cancer (Abduljabbar 
et al., 2017). Similarly to other methods used in seismic studies to extend wavefields, Reverse 
Time Migration (RTM) consists of two main stages: wavefield extrapolation and the application 
of an imaging condition. In the case of post-stack (zero-offset) RTM, wavefield extrapolation 
involves propagating the stacked data backwards. However, for pre-stack RTM, the process 
of wavefield extrapolation is divided into two substeps. The first substep involves forward 
extrapolation, which combines the source wavefield at each time pattern. The second substep 
involves back propagation of the surface recorded data to reconstruct the reflected wavefield at 
each time sample (Yao, 2013). In seismic imaging applications, RTM was used to extrapolate the 
received EM field into subsurface layers. This extrapolation was achieved by solving Maxwell’s 
equations with a negative time step, while the waves were generated from the time-reversed 
stacked or zero-offset section, which functioned as a surface boundary condition. In the case of 
post-stack RTM, the imaging condition is satisfied when the clock reaches zero. At this point, all 
the recorded energy is injected back into the model and propagated downwards to its original 
source. The researchers employed the decoupled, second-order differential form of Maxwell’s 
equations, which simplifies to the damped scalar wave equation in 2D when the electric field is 
polarised perpendicularly to the image plane (Bradford et al., 2018).

To evaluate the performance of these attenuation-compensation methods, it is appropriate 
to select a low-loss environment such as ice and snow. GPR has frequently been utilised to 
investigate ice structures and snow properties (Bradford et al., 2009; Galley et al., 2009; Annan 
et al., 2016), and could also be used to locate people buried by snow avalanches.
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A new comparative processing approach to GPR data is presented in this paper. The approach 
was tested by detecting a climber’s body buried in snow (a low-loss medium) on the slopes of 
the Karkas Mountains, near Natanz, Iran. We initially defined a synthetic model to study the 
behaviour of a wave with a typical 250 MHz central frequency and considered a synthesised buried 
body as the target. This was, then, applied to the real situation using two versions of advanced 
GPR processing: TR imaging, and a modified TR algorithm, hereafter called Compensated Time-
Reversal (CTR), combining attenuation compensation based on continuous wavelet transform 
with conventional software-based processing of the GPR radargrams (Ghanbari et al., 2021). 
Hereinafter, the results will be sequentially discussed, with the technical aspects elaborated 
when each method lost the power to explore anomalies (climber’s body, subsurface layers, and 
snowy overburden).

2. Methodology

To elaborate the CTR, firstly, we need to understand the concept of the TR technique. The 
TR technique comprises four steps (Fig. 1): 1) a pulse signal is initially emitted from transceivers 
(Fig. 1a); 2) the emitted signal propagates through the dominant medium and is, consequently, 
reflected by some targets (Fig. 1b); 3) the reflected signals are collected by the transceivers (Fig. 
1c); and, 4) the received signals are, finally, reversed in time and sent back through the medium 
(Fig. 1d). Back-propagation can occur either physically, in a laboratorial way, or, when possible, 
through receivers/transmitters placed in the medium of the wave propagation. In the latter 
case, the processes of sending and receiving waves are directly performed by using receivers/
transmitters. Evidently, such conditions are not available in most geophysical studies. Conversely, 
back-propagation can be synthetically carried out by means of a forward simulation engine, 
such as the Finite-Difference Time-Domain method (Santos and Texeira, 2017). When a signal 
propagates through a dispersive and lossy medium, acting as a low-pass filter, the invariance 
of the wave equations is broken, and the signal suffers from attenuation. For this reason, 
inverse filters are required for compensation. During the forward propagation of the signal, the 

Fig. 1 - TR technique steps: a) transmitting, b) reflecting, c) receiving, d) reversing and sending back (Bradford et al., 
2018).
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real part of the dielectric permittivity (ε) of the medium causes a phase shift to the traveling 
waves. According to the TR concept, the back-propagated signal is coherently phase-conjugated 
along all bandwidths, so that the phase shift is inherently corrected (Yavuz and Texeira, 2009; 
Abduljabbar et al., 2016; Ghanbari et al., 2022a). Nonetheless, the presence of an imaginary 
component within the dielectric permittivity contributes to signal attenuation. Within a medium 
that attenuates signals, this attenuation is dependent on both the signal frequency and the time 
required for the signal to propagate through the medium.

To overcome the problem of attenuation, Abduljabbar et al. (2017) proposed a method using 
the Continuous Wavelet Transform (CWT) technique, which incorporates both time and frequency 
variations for microwave propagation. A similar method is used here to compare the GPR signals 
of TR imaging outcomes with and without an attenuation compensation filter based on CWT.

Following the above-mentioned methodology, the Morlet wavelet (Morlet et al., 1982; Braga 
and Moraes, 2013) has been chosen for analysing the propagated wave in attenuating and 
dispersive media. The wavelet in a time domain is defined as (Torrence and Compo, 1998):

(1)

where n is the time index, Δt is the time step in seconds, j is the imaginary unit and fcm is the 
central frequency of the mother wavelet. In a scaled-frequency domain Ψ0 [n] is given as:

(2)

where aj is the dimensionless scaling as aj = a02
jΔ for j = 0.1, ..., S–1, a0 is the smallest scale, and S is

the largest scale S = ceiling function . N is the number of samples in the time domain

signal, k is the frequency index and ωk is the angular frequency given by (Torrence and Compo, 
1998):

A flexible set of scales can be employed to enhance the precision of the representation. In 
the context of the Morlet wavelet, which is a nonorthogonal wavelet, a ∆j value of up to 0.5 is 
considered sufficient for achieving adequate sampling across various scales. Opting for smaller 
∆j values offers a higher level of resolution and detail in the analysis. To attain optimal results, 
the selection of both Δj and Δt (as proposed by Torrence and Compo, 1998) is combined with 
trial-and-error-based exploration of different values at each step.

Generally, a wavelet should be admissible, and this can be realised when (Farge, 1992):

 (3)

.
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To start the compensation method, the CWT of the observed signal x[n] is represented as:

(4)

To create an inverse filter, attenuation must be calculated first. The next step is to compensate 
the attenuation by applying the inverse filter to X[n, aj] in the wavelet domain. For plane wave 
propagation, the solution of Maxwell’s equations in a dispersive medium (Taflove and Hogness, 
2005) is:

(5)

that can be written as:

(6)

where f is the frequency; j is the imaginary unit; d[n] is the distance between the excitation and 
observation, which is contingent upon the propagation of waves through a medium; μ = μ0μr 
is the magnetic permeability of the medium, μ0 is the free space magnetic permeability, and 
μr is the relative magnetic permeability of the dispersive medium; ε = ε0εr is the permittivity of 
the medium; ε0 is the free space permittivity; εr is the complex relative permittivity of medium;

 is the speed of light in the vacuum; Re  and Im  are the real and imaginary

parts of ; Γ is the attenuation, and Θ is the phase shift defined as:

.                              (7)

The inverse filter extracted from the above equation is:

(8)

where aj is a scaling factor, which controls the actual frequency, and fc is the central frequency of 
x[n]. H should be stabilised (Wang, 2006) as:

.                                                (9)

T denotes the stabilisation factor, which remains constant in all the simulations. The stabilised 
compensated wave, Y[n, aj], is:

.                                                    (10)
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Ultimately, by applying the Inverse Continuous Wavelet Transform to Y[n,aj], the compensated 
signal will be obtained as (Torrence and Compo, 1998):

(11)

where

and for the Morlet wavelet, the CWT of a delta function is calculated as:

(12)

Fig. 2 shows the steps in the conventional TR and CTR processes defined above, applied to a 
set of GPR data.

One of the most important issues in GPR studies is the estimation of velocity so as to convert 
time to depth in order to estimate the thickness of the layers; the velocity (v) is determined by 
the relative dielectric permittivity (εr) and the free space EM velocity (C = 0.3 m/ns), as follows 
(Ulaby et al., 2010):

.                                                                    (13)

Fig. 2 - A model for GPR signal 
processing by employing 
processing approaches 
including conventional 
processing (denoted by A), 
TR [indicated by B; based 
on Liu et al. (2014) and 
Santos and Teixeira (2017)] 
and CTR approach [based 
on Abduljabbar et al. 
(2017) and Ghanbari et al. 
(2022b)].
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3. Synthetic model 

Firstly, TR and CTR are applied to a designed model. The TR imaging technique is based on 
wave propagation in a loss-less propagation media that cannot be experienced in real life. In 
comparison, to create the compensation filter, CTR only requires complex permittivity at the 
central frequency of the dominant medium. Hence, the choice of a medium with low attenuation 
is appropriate. Snow is a suitable choice, and its dielectric permittivity plays an essential role in 
the implementation of the attenuation compensation method.

Here, snow is classified according to its volumetric water content or wetness (W): dry 
(W = 0.00), moist (W = 0.00-0.03), wet (W = 0.03-0.08), very wet (W = 0.08-0.15), and slush 
(W > 0.15) (Green et al., 2004; Braford et al., 2009). At low wetness, liquid water in snow exists as 
isolated water bodies in the pores (pendular regime); with increased wetness, the water droplets 
join to form continuous liquid paths through the connected pore spaces (funicular regime). Wet 
snow is included in the pendular regime (Denoth, 2003). Dry snow is a two-component system, 
made of air and ice that behaves like an insulating material opposing the flow of electrical 
current by high electrical resistivity. On the contrary, wet snow can be considered as a three-
phase mixture composed of air, ice, and water. Therefore, there is a fundamental difference 
between wet and dry snow (Colbeck, 1997; Arslan et al., 2001). The dielectric permittivity of 
dry snow is determined by the density, but the dielectric permittivity properties of wet snow 
depend on the water content because of the large permittivity contrast between ice and liquid 
water. The increase in both the real and imaginary parts of the complex dielectric permittivity 
of wet snow has the same volumetric wetness dependence, and the frequency dependence of 
the complex dielectric permittivity of wet snow is the same as that of water (Tiuri et al., 1984).

There are many experimental measurements of the relative dielectric permittivity of wet 
snow but the results for the imaginary part are contradictory. Some of the discrepancies are 
due to the difficulties in determining the liquid water content and the inhomogeneity of snow. 
Moreover, worthy of consideration are certain situations, such as the occurrence of avalanches, 
that can lead to alterations in the dielectric permittivity properties.

The relationships between the complex dielectric permittivity of snow and its liquid water 
content and density are expressed by a set of empirical equations (Sihvola and Tiuri, 1986):

(14)

(15)

(16)

where ε’d, ε’s, and ε’’s indicate, respectively, the dielectric permittivity of dry snow and the real 
and imaginary parts of the complex dielectric permittivity of wet snow, W is snow wetness by 
volume, ρd is the equivalent dry snow density in g/cm3, and the subscripts w, s, and d indicate the 
properties of water (w), wet snow (s) and dry snow (d), respectively. These equations are valid to 
a good approximation for the frequency band range from 10 MHz to 1.5 GHz.

A GPR signal propagating through snow follows a frequency-dependent attenuation 
pattern.  ε’s is approximately independent of frequency but strongly depends on W. Conversely, 
the attenuation is primarily a function of ε’’s (which increases rapidly with frequency) and W 
(Bradford et al., 2009). The frequency dependence of ε’’s in wet snow follows the frequency 
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dependence of water, ε’’W (Turner and Siggins, 1994).
To qualitatively test the CTR imaging, we built a simple two-layer model, 5 m × 10 m in the X 

and Y directions, respectively (Fig. 3). Table 1 provides a comprehensive description of the media 
employed in the models, along with their respective physical properties. It is noteworthy that 
all media considered in the study exhibit a uniform value of µ = 1. In Fig. 3, the 0.2-metre-thick 
upper layer (light blue) is composed of fresh snow with a relative dielectric permittivity of 2, and 
conductivity of 5 µS/m. This layer is considered only as a distinguisher. The underlying 9-metre 
layer (blue) represents compact old snow with a mean relative real dielectric permittivity of 
2.82, and mean conductivity of 100 µS/m. A buried body was included in the model as two 
anomalies of biological tissues, one for the head and one for the main part of the body. Biological 
tissues present relatively high electrical conductivity, which means diagnostic features for the 
GPR imaging of human bodies are restricted to the surrounding medium, skin interface, and 
shallow tissue interfaces. A shadow zone with low amplitude reflection occurs beneath a body 
due to high GPR attenuation within the body (Hammon III et al., 2000). The model presents 
two biological anomalies, both embedded in the second layer of snow. The first one for the 
head [dark blue circle centred on X = 3.2 m, Z =1 m (Fig. 3)] has a dielectric permittivity of 60, 
and conductivity of 0.9 S/m. The second anomaly for the main part of the body (demonstrated 
through a box depicted in Fig. 3) has approximate average values for the physical parameters of 
body tissues (Schwan and Li, 1953; Pethig, 1985; Gabriel et al., 1996a, 1996b).

Table 1 - Overview of media used in the models and their selected physical characteristics based on Hammon III et al. 
(2000).

 

		  σ	 ε	 σ	 ε’s	 ε’’s	 ρ	 W	 σ	 ε	 σ	 ε 
	 Properties	 (μS/m)		  (μS/m)			   (g/cm3)		  (S/m)		  (S/m)

		  5	 2	 100	 2.82	 0.012	 0.39	 0.08	 0.9	 60	 0.6	 40

Media 
First layer of snow 

(distinguisher)
Head of body 

(circle)
Body 

(rectangle)Main propagating media (snow)

Fig. 3 - A schematic representation of a body 
buried in snow, showing overburden and 
lower layers, target, and physical parameters. 
The dark circle indicates the area of the 
head, with higher conductivity and dielectric 
permittivity, while the rest of the body 
(rectangular box) was modelled using lower 
parameters.
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A 2D time migration mode finite-difference time-domain solution was employed using 
Maxwell’s equations, a grid size of 0.005 m, an excitation source that is a Ricker wavelet with 
central frequency of 250 MHz, a time sampling interval of 0.005 ns, and a dominant medium 
velocity of 0.18 m/s. In Fig. 4a, the calculated synthetic radargram displays three hyperbolic 
events occurring within a 10 ns timeframe (at X~ 1.6 m, 2.8 m, and 3.2 m). The two hyperbolic 
events on the left correspond to the sides of the rectangle, while the third event is associated 
with the circle. These reflections, with relatively low amplitudes, are all situated within the 
buried object. After applying pre-processing procedures (move start time, dewow, gain function, 
background removal, bandpass frequency filtering) to the first radargram, the hyperbolic events 
presented higher amplitudes and better appearance (Fig. 4b). TR and CTR processing (Figs. 4c 
and 4d) differentiated the anomalies (indicated with red boxes) more clearly, but the use of CTR 
provided greater appearance with higher amplitudes of the anomalies in the radargram.

4. Field application: data acquisition

The synthetic modelling demonstrated that CTR processing of a radargram can locate a body 
buried in snow. To verify the applicability in the real world, this technique was used to search 
for a climber buried by a snow avalanche in proximity of the summit of the Karkas Mountains, 
near Natanz city, Iran. The climbers who had accompanied the lost climber provided indication 

Fig. 4 - A computed synthetic model: a) raw radargram, b) processed data, c) after application of TR processing, d) after 
application of CTR. The yellow rectangle indicates the buried body; the red boxes show the anomalies.



10

Bull. Geoph. Ocean., 65, 1-16	 Ghanbari et al.

of his approximate location prior to the avalanche, and, from the direction of the avalanche, a 
small valley, close to the initial position of the climber, was determined to be a probable site for 
locating the body.

The data was acquired using a MALA GPR system with an antenna central frequency of 250 MHz. 
Fig. 5 displays the location of the data acquisition campaign site and its surroundings. The team 
encountered challenges as a result of the extreme elevation (3800 m a.s.l.), and difficult topography, 
and time limitations, which posed restrictions on the implementation of 3D data acquisition. Carrying 
out short test surveys within the valley luckily identified a poorly defined target. Three detailed 
transects (Fig. 6) were, then, conducted; the L2 and L3 parallel transects were approximately one 
metre apart and crossed L1, which was acquired along the long axis of the climber’s body.

Fig. 5 - The data 
acquisition campaign 
comprising a view of the 
Karkas Mountains, field 
operation, design, data 
acquisition, and velocity 
measurements/tests for 
the travel time-to-depth 
conversion (panels a to 
d).

Fig. 6 - Scheme of how 
the transect lines (L1, 
L2, and L3) are placed 
versus the position of 
the climber’s body. 
Lines L2 and L3 are 
approximately 1 m 
apart.

5. Field application: processing and interpretation

To convert travel time to depth, velocity must be calculated. This was achieved by using 
the mean complex dielectric permittivity of snow determined from Eqs. 13 to 16, and related 
parameters, such as the density of wet snow. The average calculated velocity based on this 
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method was 0.18 m/s. It was calibrated by converting the time axis to depth using the move out 
analysis of diffraction hyperbolas explained in the Appendix (Bradford and Harper, 2005), and 
point measurements of snow depth using a probe (e.g. Marshall et al., 2005).

The data acquired was processed by REFLEXW software (Sandmeier, 2012), with some pre-
processing and initial processing steps: move start time, dewow, gain function, background 
removal, and bandpass frequency filtering (Figs. 7a, 8a, and 9a). A topography correction was, 
then, applied (Figs. 7b, 8b, and 9b); this showed a relatively good contrast between the snow 
and underlying rock but there were no obvious signs of the body. The fact that the expected 
reflectors were significantly attenuated or dampened was probably due to the body’s irregular 
shape and to it being covered by mountaineering clothing.

Fig. 7 - L1 radargrams: a) raw data, b) conventionally processed data, c) TR after application, d) CTR after application. 
The blue box indicates the probable location of the climber’s body; the red box indicates the location of the buried 
body; the yellow box indicates another anomaly discussed in the text. To make comparison easier, the amplitude 
intensity of the radargrams has been matched.

Application of TR in a trace-by-trace manner (Figs. 7c, 8c, and 9c) showed a substantial 
improvement of the radargram resolution, and, in particular, the detection of reflected waves 
from the body on transects L1 and L2 at a depth of approximately 1 m (red box). In addition, 
other anomalies were present but not clearly delineated (yellow boxes, discussed further 
below). Application of CTR (Figs. 7d, 8d, and 9d) showed that the utilisation of this method has 
the potential to enhance the quality of radargrams and reduce wave attenuations. Thus, more 
reflections became visible from the body, particularly for transect L3 (Fig. 9c), while for transect 
L1 the waves emitted from the body presented more intense amplitudes compared to the TR 
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Fig. 8 - L2 radargrams, a) raw data, b) conventionally processed data, c) TR after application, d) CTR after application. 
The blue box indicates the probable location of the climber’s body; the red box indicates the location of the buried 
body; the yellow boxes indicate other anomalies discussed in the text.

Fig. 9 - L3 radargrams, a) raw data, b) conventionally processed data, c) TR after application, d) CTR after application. 
The blue box indicates the probable location of the climber’s body; the red box indicates the location of the buried 
body; the yellow boxes indicate other anomalies (see text for discussion).
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radargram (Fig. 7c). A better definition of the anomalies within the yellow boxes is also evident, 
allowing some to be identified as specific layers of snow; other anomalies may arise from the 
presence of rocks or mountaineering equipment.

The Signal-to-Noise Ratio (SNR) is used to qualitatively compare the TR and CTR values. SNR 
is the ratio of the signal energy and noise energy (Petromichelakis et al., 2018). To perform this 
comparison the specific portion of the radargrams containing the primary object (mountaineer 
body) was selected based on its approximate location. From a technical standpoint, traces numbered 
290 to 320 were averaged. The SNR results for the related radargrams are shown in Table 2.

Table 2 - Summary of the SNR radargram analysis results after TR and CTR application.

	 Processing method 		  SNR (db.)		  Comments on the outcomes of each processing technique.

		  L1	 L2	 L3

					     The boundary of the overburden/snow layer and rocks 
	Traditional processing	 11	 11	 11	 was determined; however, no evidence of the buried 
					     body was found.

					     Compared to the traditional processing, a better resolution 
	 TR imaging	 16	 15	 15	 and contrast between subsurface layers was obtained, 
					     and some footprints of the target/buried body appeared. 

					     Compared to TR, CTR revealed a higher resolution and better 
	 CTR imaging	 19	 18	 19	 SNR, especially in focus regions, a better contrast 
					     of the subsurface layers, the appearance of new anomalous 
					     area, and more precise target detection.

The SNR indicates that the CTR results are better than the TR results. TR outcomes are also 
better when compared to those obtained with the conventional processing method. Following 
the completion of the GPR survey, excavation at the site verified the location of the climber’s 
body, as shown on the transects.

6. Conclusions

To improve the resolution of GPR radargrams, TR processing was combined with attenuation 
compensation to create the modified CTR method. Both the TR and CTR methods can effectively 
differentiate anomalies within a low-loss medium, as shown by their successful location of a body 
buried in snow (the identification of the detected target is inferred from the excavations and 
corresponding interpretations) using both synthetically modelled data and a real-world situation, 
where a climber had been buried by a snow avalanche. The TR imaging method detected the 
position of the buried body but failed to clearly delineate nearby anomalies. CTR provided a 
better definition of both the body and nearby reflectors related to subsurface features, such as 
specific layers of snow. Therefore, CTR proves to be a substantial promise as a GPR processing 
technique, although it is relatively time consuming.
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Appendix

The determination of wave propagation velocity can be achieved by analysing diffraction 
hyperbolas, as exemplified in the research conducted by Bradford and Harper (2005) and 
Ghanbari and Hafizi (2013).

Fig. A1 - A GPR wave propagation model 
employing a hyperbolic diffraction model for 
the precise targeting of a specific object.

The wave velocity can be determined by fitting a curve to the diffraction hyperbolic event in 
the radargram, as illustrated in Fig. A1. This fitting process is performed using the two equations 
provided below (Bradford and Harper, 2005):

(A1)

if

.                                        (A2)

In the context of GPR analysis, the one-way travel time (T) of the GPR wave to the anomaly 
is determined, along with the shortest travel time (T0) measured at the top of the anomaly. 
Additionally, the known depth (D) of the anomaly, together with its horizontal separation (X) 
from the GPR antenna, are taken into account. 


